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SUMMARY

The energy-efficiency and security needs in computing systems, ranging from high per-

formance processors to low-power devices are steadily increasing. State-of-the-art digital

systems use dedicated encryption hardware for compute intensive steps requiring encryp-

tion. These encryption engines are vulnerable to different forms of side channel attacks

(SCA). Traditional countermeasures to protect against such attacks suffer from high power

and performance overheads, diminishing system energy-efficiency. Integrated voltage reg-

ulators (IVR) are an integral part of energy-efficient digital systems. As inductive IVRs

isolate the side channel signatures of an encryption engine from the measured side channel

signatures at the IVR input, they can be potentially exploited for improvement in power

SCA (PSCA) resistance. Moreover the presence of an inductance, a strong electromag-

netic (EM) radiator, in an inductive IVR can potentially improve EMSCA resistance as

well. This thesis investigates the design of an inductive IVR for improving side channel

resistance of an encryption engine.

The IVR transformations that modify the side channel signatures from an encryption

engine are identified and a simulation framework is used to quantify the improvement in

PSCA resistance at the input of an illustrative IVR. A test-chip, containing an all-digital

IVR architecture, a security aware block called Loop Randomization (LR) inside the IVR

and a 128-bit Advanced Encryption Standard (AES) engine is fabricated in 130nm CMOS.

Measurement results from the test-chip with an active LR demonstrates improved resistance

to a Correlation Power Attack (CPA) and no leakage in Test Vector Leakage Assessment

(TVLA) in the power signature at the IVR input. The proposed security aware IVR design

also improves system EMSCA resistance, quantified through CPA and TVLA. The pro-

posed security aware IVR design modifications are all-digital, synthesizable, seamlessly

integrable into the existing IVR architectures and incurs minimal overhead on the system

area/power/performance.
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CHAPTER 1

INTRODUCTION

Emergence of ubiquitous computing has surrounded our lives with a massive amount of

gadgets, the data processed and communicated by them and their decision making. As these

devices, ranging from high performance processors to ultra-low power wireless nodes, are

seamlessly integrated in our lives, security is becoming an important aspect to reconsider

for the design of these systems. High-performance processors like Intel Haswell/Skylake

[1], IBM z9/z10 [2, 3], ARM A-64 instruction set architecture, SPARK SoC and other pro-

cessors [4] support secure execution of programs. Intel’s secure guard extension (SGX)

provides integrity and confidentiality guarantees to security sensitive computation per-

formed on a computer leveraging the encryption hardware in the remote computer [5].

Most of these aforementioned processors also use dedicated on-chip encryption accelera-

tors to improve energy-efficiency and throughput for bulk encryption events which include

rapid memory and data encryption. Adding intelligence to low power compute nodes and

sensors involves exchanging sensitive information through insecure channel. The trans-

mission of data packets through the channel has to be encrypted to prevent any adversary

from snooping to the broadcast packets. However use of a strong encryption scheme is

not enough to secure these systems from a hostile environment during operation. A wide

class of hardware attacks, for example a side channel attack (SCA), can break the hardware

implementation of the encryption engine used in such systems.

A SCA exploits various physical quantities like power consumption of the system, elec-

tromagnetic radiation and acoustic measurements, to deduce relevant information about the

underlying computation of the system [6, 7, 8, 9, 10, 11, 12, 13]. Different forms of SCAs

are appearing as significant threats to the security of a range of hardware platforms. An

adversary exploits the correlation between the measured side channel data and a targeted
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step in the algorithm to find out partial or complete information about the underlying algo-

rithm, for example key used in a series of encryption. Preventing the side channels from

leaking information about the underlying computation has been studied in details for past

two decades [14, 9, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30]. These

techniques, commonly referred to as countermeasures, tries to hide or mask the patterns

correlated to the concurrent computation from appearing in the side channel measurement.

However the largest drawback of these countermeasures are their power, area and/or perfor-

mance overhead, which significantly reduces the energy-efficiency of the overall platform

and the added effort in the design-modification resulting in higher time-to-market-delay.

Improving energy-efficiency of digital systems has been one of the major research thrust

over the last decade [31, 32, 33, 1]. Several circuit techniques like power gating, clock gat-

ing, dynamic voltage-frequency scaling (DVFS) [34] and on-chip voltage regulation [35,

36] have been introduced in digital circuits to improve energy efficiency of increasingly

complex computations. Encryption algorithm specific techniques like use of GF((24)2)

field [37] and area-optimized encrypt and decrypt Galois-field polynomial [38] for AES

computation have been used for improvement in energy-efficiency. Unfortunately a trade-

off exists between improving resistance to SCA through the traditional countermeasures

and improving energy-efficiency, as the power and performance overhead of the counter-

measures hurt a high performance processor in its throughput requirement as well as a

resource constrained system in its energy consumption. The encryption algorithm specific

techniques [39] have been linked to increased vulnerability to side channel attacks [40].

Designing energy-efficient and secure digital platforms is a key challenge to address in a

world with connected devices.

Voltage regulators integrated into the same die as the digital logic, referred to as In-

tegrated Voltage Regulators (IVRs) have been demonstrated to improve energy efficiency

of digital processors [41, 1, 42, 35, 43, 44, 45, 46, 47]. Integration of voltage regulators

achieve fast transitions of processor supply voltage between power-states which maximizes

2



the benefits of DVFS and improves the transient response of supply voltage to dynamic load

current transitions. An inductive IVR integrates the power stage of an inductive buck con-

verter with the digital logic in the same die and have been demonstrated in commercial

processors like Intel’s Haswell [1]. As the inductive IVR isolates the supply of the digital

processor from the supply of the IVR, it can be potentially exploited for improvement in

side channel resistance.

1.1 Problem Statement

The goal of this research is to investigate the impact of a fully integrated inductive IVR and

required design modifications on improving side channel attack resistance of encryption

engines. This includes

• Identifying different transformations through an inductive IVR affecting side channel

attack resistance of an encryption engine

• Security aware design modifications in an IVR to improve side channel attack resis-

tance

• Characterizing improvement in power and EM side channel attack resistance through

measurement from a prototype test-chip

1.2 Organization of this thesis

Chapter 2 provides a detailed literature survey of integrated voltage regulators, inductor

integration technologies and existing techniques for integration of inductive IVR into an

advanced digital process. Different categories of existing countermeasures are also dis-

cussed along with area/power/performance overheads of selected countermeasures.

Chapter 3 identifies the key transformations between the load current signatures to the

input current signature of an inductive IVR. A simulation framework is proposed for gen-

erating and analyzing time domain PSCA signatures of an AES engine and an inductive
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IVR. The impact of the IVR transformations are quantified through a correlation study on

an illustrative IVR design driving a 128-bit AES engine as well as resistance to CPA at

the input of the illustrative IVR. The impact of selected design parameters of the IVR on

CPA resistance at the IVR input are provided. Two alternative attack modalities are used to

evaluate CPA resistance at the IVR input.

Chapter 4 describes design of an all-digital architecture of a fully integrated inductive IVR

which is suitable for integration in an advanced digital process. Measurement results from

a 130nm testchip is demonstrated.

Chapter 5 presents characterization of PSCA resistance using measured data from the

130nm test-chip consisting of the inductive IVR, described in chapter 4, driving a 128 bit

AES engine. Two statistical tests are performed: CPA and Test Vector Leakage Assess-

ment (TVLA) which is a leakage detection test. Post-processing steps which were used for

analysis are discussed in detail.

Chapter 6 describes a new circuit which randomizes the control loop of the IVR for en-

hancing the PSCA resistance at the IVR input. The impact of the randomization on IVRs

stability, PSCA resistance of the system and area/power/performance overheads on the sys-

tem are elaborated.

Chapter 7 evaluates the role of an inductive IVR in improving EM side channel resistance,

by exploiting strong EM emission from the IVR’s inductors. Different EM probes are used

to understand EM leakage from the designed test-chip. Results for the baseline design as

well as with active loop randomization is presented.

Chapter 8 summarizes the contribution of this thesis and provides a brief discussion on

future research direction.
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CHAPTER 2

BACKGROUND

2.1 Integrated Voltage Regulators

A processor/SoC requires multiple independent voltage domains to maximize energy effi-

ciency through DVFS [1, 44]. Traditional power-delivery solutions use on-board voltage-

regulator-modules (VRM) to supply these voltage domains. Therefore, increasing num-

ber of independent voltage rails significantly increases the area required by the on-board

VRMs, reducing the system power density. Moreover the overall system power efficiency

degrades due to power loss across the PCB traces carrying supply current from the on-

board VRMs to the chip. IVRs integrate a voltage-regulator (VR) with the digital logic in

the same die and boost achievable independent on-chip voltage domains as well as increase

the power density of the system by reducing form factor.

The largest roadblock in the integration of VRs, in particular switching VRs, has been

passive integration. Existing well-known VR topologies for down-conversion can be largely

classified into three categories, namely low dropout regulators (LDO), switched-capacitor

regulators (SCVRs) and inductive buck regulators. LDOs have been predominantly the first

choice for fine-grain on-chip voltage regulation [48, 46] due to 1) lower capacitance usage

than SCVRs and 2) seamless regulation for a wide range of output voltage and current,

without any steady state switching disturbances at the output. However the largest chal-

lenge with LDOs has been their power efficiency, which scales with output voltage. SCVRs

and inductive buck regulators are switching converters and requires output capacitance to

achieve a lower output ripple. Integration of SCVRs and inductive buck regulators has

been achieved by increasing the switching frequency beyond 50MHz [43, 49, 50, 51, 41,

52, 53, 54, 55]. Integration of SCVRs with digital cores has been demonstrated in [35, 36,
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Figure 2.1: Commercial processors ( [1, 44]) with IVRs and the corresponding vol-

ume shrinkage of the power delivery architecture, source: http://www.psma.com/sites/default/files/uploads/tech-forums-

packaging/presentations/is87-package-and-platform-view-intel%E2%80%99s-fully-integrated-coltage-regulator.pdf

56]. Higher capacitance density at advanced process nodes helps full on-chip integration of

the SCVRs [57]. SCVRs show better power efficiency than LDOs particularly at low and

medium output voltage levels. However the power efficiency of a SCVR maximizes when

the regulation voltage is closer to its theoretical conversion ratio, which depends on the

SCVR topology. The largest advantage of an inductive IVR over a LDO or a SCVR is its

seamless regulation at different output voltages without loss of power efficiency. However,

integration of inductance has matured at a much slower pace than on-chip capacitance.

2.1.1 Integration of on-chip/on-package inductance

Integrating inductance with high quality factor has received a lot of attention in the last

decade. Fig. 2.2 shows several forms of integrated inductance that has been used in IVRs.

On-chip spiral inductance have been used in [58], however, one of the largest challenges

in using on-chip inductance is high effective resistance, contributed by both the DC and
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Figure 2.2: Evolution of integrated inductor technologies (a) Hazucha et. al [54] (b)Kudva

et. al. [58] (c)Ahn. et. al. [49] (d) Burton et. al. [41] (e)Sturcken et. al. [59] (f) Sturcken

et. al. [60]

AC resistance. This leads to a low quality factor (QL) and therefore low power efficiency.

Hazucha et. al. in [54] used air-core package inductance for realizing a high frequency

power stage. Package bondwires offer relatively higher inductance value than on-chip in-

ductance and have been used in inductive IVRs [49, 52, 53, 43, 61]. Recently published

works report magnetic interposer [59], magnetic thin film [60], on-chip solenoid [55]

and embedded magnetic core inductors [62] achieving higher inductance density than the

traditional on-chip spiral or package inductors.

2.1.2 Controller Design for IVR

Use of smaller passives and higher switching frequency (both in SCVRs and inductive

VRs) allows switching IVRs to achieve higher unity gain frequency (UGF) of the voltage

conversion stage. However to achieve a higher bandwidth of the overall loop (voltage

conversion stage + controller), the controller needs to have a bandwidth of similar order.
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A higher bandwidth of the overall control loop translates to faster recovery from dynamic

load current or supply voltage transients and faster settling time for a reference/power-state

transient. Hysteretic/PFM control has been widely used in high frequency VRs due to their

ease of implementation, guaranteed stability and fast response [50, 54]. However load

current dependent hysteresis frequency and larger output ripple make hysteretic controllers

unattractive for a range of applications. Traditional pulse width modulation (PWM) control,

both analog and digital, can solve the aforementioned issues, however, achieving a high

bandwidth is particularly challenging for analog PWM controllers in advanced process

nodes as the transistors are optimized for digital logic gates. Digital controllers on the other

hand, thrive in a fast digital process as the controller bandwidth can simply be increased

by increasing the operating frequency of the controller and have been demonstrated in [55,

50].

2.1.3 Low load efficiency management

Low load efficiency management is important to maintain a higher system energy efficiency

during sleep states for the digital part. For PWM control, discontinuous conduction mode

(DCM) is popular to improve low-load efficiency. The existing DCM controllers either use

analog inductor current sensors or digitally sense the half bridge node in the power stage

to detect negative inductor current. The on-time of the ground side transistor is adjusted to

turn off the transistor precisely at zero inductor current [52]. Huang et. al. [52] achieves

a precise DCM operation through an analog DCM calibration loop to improve robustness

against variation. However the existing approach is not robust to variation in passives

values as well as not suitable for integration in digital process nodes.

2.2 Side Channel Attacks and Countermeasures

Side channel attacks have been one of the most prominent threats to hardware and software

implementations of encryption algorithms, which are secure against theoretical cryptanal-
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ysis [14, 9, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 63]. Two of the

most popular side channels exploited for attack are power consumption, where an adversary

measures the supply current or power of the targeted system [30, 64] and electromagnetic

radiations where the adversary measures EM signatures using a probe from the targeted

system [10, 11, 65]. Countermeasures are design techniques that attempt to remove the

correlation between the captured signatures and the internal switching activities. A suc-

cessful SCA involves measuring the corresponding side channel for multiple encryption

events, aligning the captured data with respect to the algorithm flow and performing statis-

tical analysis on the data. Other than removing data-dependency in the captured signatures,

another technique to thwart a SCA is to reduce the signal to noise ratio (SNR) of the cap-

tured signatures. The following subsections describe few major countermeasure categories

widely used, particularly for AES engines.

2.2.1 Architecture/Algorithm based countermeasure

Table 2.1: Summary of Architecture/Algorithm based countermeasures

Countermeasure Platform
Area/Power

Overhead

Performance

Overhead
MTD Year

MUTE-AES [66] Simulation
2x area

2x power
0.42% No data 2008

Higher Order Masking [67] FPGA
3x-4x area

(order 1 to 3)

40x-160x

(order 1-3)
No data 2010

Higher Order Masking

on S-BOX [29]
8051 MC 2.5x-3x area 40-60% 240x 2011

Boolean Masking [68] FPGA 2x-area 34% No data 2012

An algorithmic or architecture based countermeasure tries to modify the internal com-

putation steps of the encryption algorithm with maintaining functional correctness. An

architecture-based countermeasure on the other hand, uses architectural techniques to re-
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Table 2.2: Summary of selected logic style based countermeasures

Countermeasure Platform Area/Power Overhead
Performance

Overhead
MTD Year

WDDL [25] ASIC
3x-area

4x power
4x 70x 2006

BCDL [69] FPGA 4x-area 2x >20x 2010

BBL [70] ASIC
3x-area

0.7x-power
0% 720x 2015

duce the correlation between the power consumption and the internal steps of the algorithm.

Table 2.1 lists some of the popular countermeasures in this category. One of the heavily

used algorithmic countermeasure is masking [29, 68, 67] where the intermediate state is

split in several partitions and are masked using random bytes. It is to be noted that these

countermeasures, although effective in destroying the data-dependent switching current

pattern, requires a careful redesign and verification of the logic.

2.2.2 Logic style based countermeasures

A logic style based countermeasure aims to generate a data independent switching power

consumption from each logical operation. These countermeasures can be broadly classified

into two categories. A set of proposed logic styles use completely new standard cells and

requires a redesign of the synthesis library from scratch. Few examples of these counter-

measures are Sense Amplifier Based Logic (SABL) [16], Dual Rail Random Logic (DRL)

[71], three phase dual rail precharge logic (TPDL) [20] and bridge boost logic [70]. One

of the key requirements for these techniques to successfully prevent a PSCA is balanced

routing. A second category of logic style based countermeasure uses standard cells from a

typical CMOS based library and achieves data independent power consumption from each

logical operation. In wave dynamic differential logic (WDDL), a parallel combination of
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Table 2.3: Summary of selected generic countermeasures

Countermeasure Platform
Area/Power

Overhead

Performance

Overhead
MTD Year

Shunt current equalization

[15]
Simulation 2x power 0% No data 2004

Switched Capacitor Current

Equalizer [30]
ASIC

1.33x power

7% area
50% >2500x 2009

Clock Randomization [73] FPGA 1.1x No data >30x 2011

PDN Noise Injection [74] FPGA
38% area

35% power
No data >13x 2014

two complementary gates are used [25]. In Masked Dual-Rail Pre-charge Logic (MDPL)

and improved MDPL (iMDPL), dual rail logic and masking are combined to improve ro-

bustness [72, 18]. The largest disadvantage with these countermeasures again is that area

and power overhead increases significantly due to added computation to equalize the supply

current.

2.2.3 Generic countermeasure

Both algorithmic and logic-style based countermeasures require a partial or complete re-

design of the encryption engine, from HDL all the way to physical design and/or a com-

pletely new standard cell library. A generic countermeasure keeps the algorithm and the

logic-style of the encryption engine intact. Other peripheral components like clock distri-

bution and power delivery to the encryption engine are modified to alter the measurable

signatures from the generated signatures. Shamir et. al. [14] first proposed the use of

supply decoupling capacitance to attenuate side channel signatures in power measurement.

A few of the important power-delivery based countermeasures include, injection of current

noise [75] and switched-capacitor based current equalization [30]. One of the popular

class of generic countermeasure is current equalizer circuits. Current equalization can be
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achieved through a number of different methods.

1. A switched-capacitor based current equalization proposed in [30] uses a switched

capacitor filter in series with the supply line. The encryption engine is powered by

the local capacitors and it is ensured that the state of the capacitor before the charging

phase is same for each cycle, which ensures the same charging current drawn from

the supply.

2. A shunt current equalizer as proposed in [15] uses a series device in the power path

to sense the supply current and equalizes it using a shunt loop.

3. Following a similar concept, a supply current attenuator is proposed in [76] and

the authors also added a supply noise to further reduce the SNR of the measured

signatures.

It is to be noted that these countermeasures are significantly lower in area and power over-

heads as well as require small design effort.

2.2.4 Voltage regulator based countermeasures:

With the advent of IVRs, the role of different IVR topologies on modifying side channel

signatures have been studied recently as well.

LDO: A low dropout regulator dynamically adjusts the resistance of the pass device to

regulate the output voltage at the local supply of the encryption engine. In a LDO, the local

supply node is always connected to the input node through the pass transistor, which is

always on, typically in saturation mode. Therefore the load signatures can easily propagate

to the input signatures. The potential of a LDO in improving side channel resistance is

attributed to the effect of the output capacitor as well as the small signal transfer function

of the feedback path (error amplifier + output stage). Telandro et. al in [24] has shown

that a LDO can reduce the peaks in the input current corresponding to a spiking load cur-

rent pattern, which typically represents a generic digital block. However, no concluding
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remarks on the improvement in side channel resistance is provided. Singh et. al. [40,

77] demonstrates the effectiveness of analog and digital LDO in improving side channel

resistance. The authors mount a CPA and use measurement-to-disclose (MTD) as metrics

for quantifying the side channel resistance. For analog LDO, the LDO bandwidth which is

a function of the output capacitance value as well as the feedback loop gain, is used as a

control knob for modulating side channel resistance. Digital LDOs have gained significant

importance in recent years due to their ease of integration in advanced process nodes and

avoiding issues with designing high bandwidth analog controllers at a digital process. For a

digital LDO, the side channel resistance can be controlled by adjusting the ADC resolution,

and the sampling speed of the feedback control.

Switched Capacitor: Yu et. al. in [78] proposed to use a multi-phase switched ca-

pacitor regulator for improving side channel resistance. Multiple phases for any switching

regulator reduces the output ripple by interleaving the switching clocks for each phase. The

authors used

1. Converter Gating: Depending on the total load current (includes the encryption en-

gine and other digital blocks sharing the same supply rail) supplied by the IVR, the

total number of active phases of the SC will change and the inactive phases will be

gated

2. Converter Reshuffling: In a steady state condition the active phases of the SCVR are

continuously reshuffled, changing the phase relationship between the input signature

and the output signature.

The authors show that the gating and the reshuffling techniques successfully reduce the

correlation ratio between the load power signatures and the input power signatures. Other

than Pearson’s correlation ratio, the authors also used power trace entropy to quantify the

improvement in side channel resistance through the proposed methods.

Inductive Buck: The effect of fully integrated inductive IVRs on PSCA resistance
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hasnt been studied before in the details, however, leakage at the input of an off-chip in-

ductive VRM with low switching frequency (∼100KHz) and high values of inductance

and capacitance have been analyzed in [79]. The authors used a commercial off-the-shelf

Texas Instruments Switcher with 300KHz switching frequency supplying a FPGA and an-

alyzed leakage at the primary side of the switcher. Several post-processing techniques like

wavelet based processing and deconvolution were used to successfully decode all 16 key

bytes of an AES engine. However the observation suggests that the side channel resistance

at the input side of a switcher is higher than the same at the AES supply node. More-

over an inductive IVR, due to its high switching frequency and loop bandwidth, will have

enhanced mutual interaction with the information leakage from the underlying encryption

engine, compared to the low frequency VRM used by the authors.

2.2.5 EM countermeasure

Rohatgi et. al. [12, 80] offer a comprehensive overview of EM side channel, signal post-

processing steps as well as different attack methods. Some of the dedicated countermeasure

techniques for preventing against EM attacks include e dynamic relocation of the data

within a single encryption round as presented in [81] or use of duplicated complemented

intermediate states as shown in [82]. Packaging and system level techniques like low-cost

shielding as demonstrated in [83, 22] are also used for protection against EM leakage.

However, these techniques are not scalable across platforms with different power ranges

and often limited by packaging costs.
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CHAPTER 3

MODELING AND ANALYSIS

IVRs are becoming an integral part of energy efficient digital systems due to smaller system

footprint and improved transient performance, which can maximize benefits from DVFS.

IVRs demonstrate fast recovery from voltage droops due to load current transients as well

as fast switching from one reference voltage (corresponding to a power-state of the proces-

sor) to another reference voltage [41, 1, 42, 35, 43, 44]. VRs, specifically switching VRs

like inductive buck regulators [55, 50] and SCVRs [42, 36] require passives (inductors and

capacitors) which typically are implemented as discrete PCB components for VRMs with

low switching frequencies. Over the years, integration of these passives within the silicon

die or package has improved. New technologies for on-chip capacitance like trench capac-

itance have significantly improved the capacitance density, achieving up to 10nF/mm2 than

the traditional MOS caps (the capacitance of the gate oxide of the transistors) and MIM

caps (Metal-Insulator-Metal). Similarly, technologies for on-chip inductors, on-package

inductors and other forms of integrated inductance have matured over the last few years.

However integrated passives are limited by the maximum achievable value, typically less

than 10nH for inductances and 20nF for capacitances. This requires the switching regu-

lators to use a higher switching frequency, typically more than 50MHz to limit the output

ripple.

Existing IVR based PSCA resistance improvement schemes, as elaborated in section

2.2.4, exploits the isolation between the local supply of the encryption engine (output of the

IVR) and the input of the IVR, as demonstrated in Fig. 3.1. When an IVR supplies power

to a digital circuit, the only observable node to the adversary is the input of the IVR, as the

local supply of the encryption engine is not connected to the package or the PCB. As power
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Figure 3.1: Effect of an IVR in transforming the generated side channel signatures from

the measured signatures

measurements are invasive in nature, i.e. the adversary has to make physical contact with

the target system, a side channel adversary can only measure power signatures at the IVR

input. The load current signatures generated from the encryption engine are transformed

through the IVR and the transformation depends on the nature of the IVR in context (LDO,

SCVR, Inductive). Previous works have mostly focused on LDO based and SCVR based

improvement in PSCA resistance [24, 77, 40, 84]. As it will be evident in the next few

sections, the transformations through an inductive IVR are unique compared to a LDO or

a SCVR. The input current drawn by an inductive IVR (the observed current at the supply

pins) is a complex, frequency dependent transformation of the current consumed by the

logic (Fig. 3.1). In the next few sections, the impact of the inductive IVR transformations

on the power signatures of an encryption engine will be elaborated and the improvement in

PSCA resistance will be quantified.
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Figure 3.2: (a) Diagram of a generic inductive IVR (b) Bode plot of an illustrative IVR

design with type III compensator

3.1 Fully Integrated Inductive Voltage Regulator

A generic inductive IVR has three major components: power stage, controller and PWM

generator. The power stage consisting of switches M1 and M2 are driven by square waves.

The switching node (VSW) is filtered by the output filter consisting of a inductance and a

capacitance. The filter pole created by the output passives (1/2π
√
LC) typically resides

at 10MHz-50MHz (fLC). To minimize output voltage ripple for lower passives, a higher

switching frequency (FSW) is used.

A voltage mode PWM controller compares the output voltage VOUT to a reference volt-

age VREF. As the phase across the output filter drops by 180◦ beyond the filter frequency,

a compensator is needed to compensate the voltage error (ERR). The zero created by the

ESR (RC) of the output capacitor (COUT) and the capacitor itself resides at a high frequency

(1/(2πRCCOUT )) and does not add any phase lead, which is typical for an off-chip buck

converter with higher passive values. Therefore, high frequency IVRs with integrated pas-

sives typically use type-III compensator. A type-III compensator places two zeros close to
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fLC and introduces a phase lead to compensate for the phase drop due to the double pole, as

shown in Eqn 3.1.

GC(s) = A
(s+ z1)(s+ z2)

(s+ p1)(s+ p2)
∗ e−std (3.1)

where z1, z2, p2 and p2 are the locations of the zeros and poles of the compensator respec-

tively, A is the gain of the compensator, and td is the delay across the feedback loop, which

represents the delay across the PWM generation as well as the switch drivers. A phase lag

is added by td and can potentially make a control loop unstable. The following interesting

points are to be noted from Fig. 3.2.

• The filter frequency of an IVR lies close to the loop bandwidth or the unity gain

frequency (UGF), making the IVR loop characteristics sensitive to the location of

the filter pole.

• For analog controller, a typical value of td is 400ps-600ps and does not scale with

the switching frequency, whereas for a digital controller, td depends on the steady

state duty cycle. As the value of td is comparable to the switching period for a high

frequency VR, the sensitivity of the IVR loop to td is higher than their off-chip coun-

terparts

A PWM generator converts the compensated error value to a square wave with appro-

priate duty cycle and drives the transistors M1 and M2. An analog PWM generator uses

a sawtooth-comparator combination to convert the compensated error into a square wave

with duty cycle. A digital PWM generator takes a digitized word representing the compen-

sated error and uses different primitives like counters or delay locked loops to generate a

square wave with duty cycle.

3.2 Transformations of an Inductive IVR

Understanding the effectiveness of an inductive IVR in improving PSCA resistance of an

encryption engine requires analysis of the transformations of the current signatures from
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the output node of the IVR to the supply of the IVR. These transformations are dictated

by the IVR’s switching frequency, the values of the IVR’s passives as well as the IVR

controller structure.

Large Signal Transformation

In a steady state operation i.e. a steady load current and reference voltage, the power stage

of the IVR continuously switches i.e. the transistors M1 and M2 periodically turn on and

turn off (Fig. 3.3). When M1 in on, the input current (IIN) is equal to IL and when M2 in on,

IIN drops to zero. The continuous switching of the power stage creates a pulsating pattern at

the IVR input current, irrespective of whether the underlying digital logic supplied by the

IVR is active or not. Each silicon die is accompanied with a package which connects the

die pads to the external PCB. The package connections offer parasitic inductance (LPKG)

and resistance (RPKG) and an on-chip decoupling capacitance (CDECAP) at the IVR input is

needed to compensate for the ringing caused by the package parasitics. The sharp change in

IIN when M1 turns off introduces ∂i
∂t

ringing due to the package parasitics and modifies IIN.

A lumped model of the package parasitics is used later to model this effect. With advanced

packaging techniques like C4 bumps, the effect of package parasitics is less significant on

the large signal transformation. Wang et al. [74] have shown that the package can play an

important role in improving PSCA resistance. However the parasitics values assumed by

the authors are significantly higher than advanced packaging techniques like C4 bumps.

One of the most effective contribution of the large signal transformation is hiding the

location of the encryption events in the recorded traces. For a practical PSCA, the adversary

might not have access to the internal trigger signal which denotes the start of the encryption

operation. In the absence of an on-chip VR, the starting of the encryption event can easily

be found out by observing the change in supply current. However the switching current at

the IVR input is significantly higher in magnitude than the current of the encryption engine

and is effective in hiding the current signature.
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Figure 3.4: Small signal representation of the control loop of an inductive IVR

Fig 3.4 shows the small signal representation of an inductive IVR. It is assumed that

the VREF as well as the input voltage VIN remains fixed (equivalent to ground in the small

signal representation) and the control loop is simplified accordingly. The input current of

the IVR can be expressed by the following equation:

iin = il ∗D + d ∗ IL (3.2)

where iin, il and d are small signal input current, inductor current and duty cycle respec-

tively. IL and D are steady state average values of the inductor current and the duty cycle

respectively. IL can also be approximated as IO or the average load current supplied by the

IVR. The small signal component of the input current, as dictated by Eqn 3.2, consists of

two components, each of which represent a small signal path leakage path. When M1 is on,

iin can be approximated as io which is the small signal load current signature. Therefore

turn on time of the M1 acts as a window through which the load current signatures leaks

from IVR output node to IVR input node, representing the first term in Eqn 3.2. This is

small signal leakage through the IVR power stage. The duty cycle of the square waves
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generated by the compensator represents another small signal path for leakage. This is rep-

resented by the second term in Eqn 3.2. The current signature of the IVR load (encryption

engine) generates voltage signature at VOUT node due to non-zero impedance looking into

the IVR. The voltage signature propagates through the control path and is modified by the

compensator transfer function. The coefficients of the compensator determine the locations

of compensator zeros and poles, which dictates the compensator transfer function.

3.3 Simulation Details

Figure 3.5: (a) Simulation framework for the analysis (b) Physical design of the AES engine

(c) Architecture of the AES engine

To understand the impact of these transformations, a 128-bit Advanced Encryption En-

gine (AES) is used as the baseline encryption engine. The simulation infrastructure is

shown in Fig. 3.5. A 128-bit AES engine accepts a 128-bit plain-text and a 128-bit key and

generates a 128-bit cipher-text. The AES architecture, used for the simulation framework
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is shown in Fig. 3.5c. Each AES encryption consists of 10 rounds, each round except the

last round, consisting of four steps: substitution box (SBOX), Shiftrow, MixColumn and

round key addition (Addroundkey). The chosen architecture uses a two stage pipeline; the

first stage consisting of only SBOX, which typically exhibits the longest datapath and the

second stage consisting of the rest of the operations. The rounds are executed serially in the

implemented architecture with a 128-bit datapath, i.e., all bytes of the 128-bit intermediate

state are processed in parallel. One AES encryption takes 20 clock cycles. The verilog of

the AES is synthesized using a 130nm standard cell library at 1.2V supply voltage and the

corresponding physical design after place and route is shown in Fig 3.5b. The maximum

frequency of operation (FMAX) after place and route was found to be 125MHz. A testbench

is used to simulate the gate level netlist with one key and multiple plaintexts. Synopsys

Modelsim is used for gate level simulations of the synthesized AES netlist and Synopsys

PrimeTime (PT) is used to generate the power traces from switching activity files (.vcd)

corresponding to each encryption run.

A Simulink based time-domain model of an inductive IVR, adapted from [85], is used

to generate the IVR input current traces from a load current PWL signal. The parasitic

model of a C4 package is also used in the time-domain simulation. Both the raw AES

current trace, the AES current measured after package and the current at the IVRs input are

used for further statistical analysis.

3.4 Correlation Study with An AES Engine

Correlation Transfer Function

Pearson’s correlation coefficient is a statistical metric that quantifies the similarity between

two matrices.

rxy =

n∑
n=1

(xi − x)
n∑
n=1

(yi − y)√
n∑
n=1

(xi − x)2
n∑
n=1

(yi − y)2
(3.3)
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Figure 3.6: Correlation between for a sinusoidal load current with varying frequency and

the corresponding IVR input current in (a) time domain and (b) frequency domain

The correlation between the IVR load current signature and the input current signature

can be used to quantify the effect of both small-signal and large-signal transformation.

A correlation transfer function (CTF) is constructed by computing correlation between a

sinusoidal load current and the corresponding IVR input current for varying frequency of

the sinusoid (FLOAD). The correlation value is plotted against the ratio of FLOAD to the filter

frequency (FFILTER, 5MHz for an illustrative IVR design) in Fig. 3.6a. Fig. 3.6b shows

the correlation between FFT of the load current and FFT of the input current. Both in

time and frequency domain the correlation peaks near FFILTER. With increasing FLOAD the

closed loop gain of the IVR drops beyond the loop bandwidth, therefore, decreasing the

gain from the output current to input current. Hence, the correlation starts dropping after

FFILTER. However, in the time domain correlation, inconsistent trends (the correlation drops

abruptly at certain frequencies) are observed. This effect is due to the delay in the controller

path that introduce variable phase shifts with varying FLOAD. The phase shift is contributed

by the fixed delay in the control path (due to computation) as well as phase shift introduced

by the compensator. If the total phase shift is close to 90◦ or 270◦, correlation value in the

time domain can drop significantly. The peaks in correlation near FSW and its harmonics

are due to the switching of the IVR.
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Figure 3.7: Distribution of correlation coefficient for different post-processing techniques

applied to the IVR input current in time and frequency domain. (a) envelope and (b) duty

cycle

Correlation With AES Load Current Traces

A set of 500 power traces generated from the AES engine, for 500 plain-texts and a single

key, are considered for a correlation study. Two post-processing techniques are applied on

the IVR input current to understand the impact on the correlation values; envelope and duty-

cycle and the mean correlation is observed to improve. Fig 3.7 shows the distribution of the

correlation coefficient (for 500 power traces) in time and frequency domain for these two

techniques. Interestingly, along with a higher mean, the frequency domain analysis also

lowers the spread compared to the time domain. The reduced mean in the time-domain

analysis is attributed to the phase shift in the control loop. As each load trace has different

frequency spectrum, the phase shift through the compensator is different for various traces

creating significant variation in correlation coefficient in the time-domain analysis.

The above analysis was published in [86]. It shows that IVR transformations reduce

the correlation between the load current signature and the input current signatures, sig-

nificantly. Although post-processing in the frequency domain or computing the envelope

and duty-cycle, improve the absolute values of correlation, a lower correlation value does

not guarantee improved resistance against a key-extraction attack like a CPA. In the next
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section, it will be demonstrated that the IVR input signatures are vulnerable to an actual

key-extraction attack in both time and frequency domain, without the need for any post-

processing techniques.

3.5 Power Attack on IVR-AES

In a traditional key-extraction attack like CPA, even if the absolute magnitude of the corre-

lation for each key guesses is very small (∼0.01), it suffices if the correlation of the correct

key-guess is higher and distinguishable than the correlation of the incorrect key guesses.

Although correlation does provide an idea about how difficult it would be to mount a suc-

cessful PSCA, mounting an actual key-extraction attack is necessary to quantify the resis-

tance against PSCA.

3.5.1 Modeling of IVR

The correlation study presented in the last section is performed on an illustrative IVR with

20nH inductance, 50nF capacitance (fLC 5MHz). The small signal transfer function from

load current to input current, as well as the CTF, show that the correlation between the

load current and the input current attenuates beyond IVR loop bandwidth. As an AES

engine typically operates at a much higher frequency, the small signal attenuation offered

by the illustrative IVR with 20nH inductance and 50nF capacitance is expected to be higher

at the frequencies of interest (at and beyond the AES clock frequency) and show better

PCSA resistance. For the following analysis, the inductance and capacitance values are

reduced and the switching frequency is increased to create a vulnerable IVR design where

the attenuation of the load signatures at the IVR input near the frequencies of interest is

lower. The IVR power stage uses 4nH inductance and 6nF capacitance, with 400MHz FSW.

An analog type III compensator with the following pole-zero locations are used for the
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time-domain simulation of the IVR.

p1 = 1 p2 = 2f0

√
1 + sin θ

1− sin θ

z2 = 2f0

√
1− sin θ

1 + sin θ
z1 = 0.5 ∗ z2

fLC =
1

2π
√
LCOUT

f0 = 5fLC

(3.4)

Table 3.1: Details of the illustrative IVR for power-attack study

FSW L COUT fLC φM UGF p1 p2 z1 z2

400MHz 4nH 6nF 32.4MHz 61 83MHz 1Hz 732MHz 18MHz 36MHz

3.5.2 CPA and Power-Model

CPA is chosen to quantify the effectiveness of inductive IVR in improving PSCA resistance.

CPA is a byte-wise attack which exploits a particular intermediate step of the AES where

the computation depends on one byte of the key and one byte of the state. In CPA a set of

known plain-texts are encrypted with an unknown key and powermodels are constructed

for all possible key-guesses for all 16 bytes of the key (16 powermodels). Pearson’s corre-

lation coefficient is calculated between the columns of measured power traces ([M ]P×T , T :

length of recorded trace for one encryption assuming a fixed sampling rate, P : total num-

ber of encryption events measured) and power-model ([HD]P×K , K: all possible guesses

of the attacked key byte).

The AES netlist is synthesized in 130nm IBM-8RF standard cells with a 125MHz clock.

For the following results, the hamming distance at the SBOX output of the first round is

used as powermodel. The powermodel captures the power consumption of the SBOX out-

put register shown in Fig. 3.5c, in particular the 8 flipflops associated with the correspond-

ing key-byte. The highest value of correlation coefficient ρ(t, k), 1 ≤ t ≤ T, 1 ≤ k ≤ K
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identifies the correct key (k′).

3.5.3 Example Waveforms

Figure 3.8: Simulated current signatures (a) AES encryption current before and after PDN

(b) Measured current at the input of an IVR

Fig. 3.8a shows the input current corresponding to one encryption run of the designed

AES engine, before and after the PDN. Fig. 3.8b shows the corresponding time-domain

current pattern at the supply pins of the IVR. Due to extremely small magnitude of the

current variation of the AES engine, there is almost no visual variation in the input current

of the IVR. The zoomed version (given in inset) shows that the input current has a pulsating

pattern at the switching frequency of the IVR (FSW) along with ringing introduced by the

package.

3.5.4 CPA on AES Engine

To characterize and quantify the vulnerability of a design, the following metrics are used

• CPA status (successful or unsuccessful)

• MTD (if a successful CPA happens)

• Correlation ratio (the ratio of maximum correlation value across the entire trace

length of the correct key to the maximum value across all the other incorrect keys)
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Figure 3.9: CPA on the standalone AES engine (red: correct key, green: 255 incorrect keys)

: (a) Correlation coefficient against time for the correct and incorrect keys for AES core

current (b) MTD plot of the AES core current. Peak correlation vs number of traces for

250, 500, 1000, 2000 traces is shown. (c) Correlation coefficient with the effect of package

parasitics for the correct and incorrect keys (d) MTD plot of AES current measured after

package
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The correlation ratio is an indicator of how easy it will be to perform a successful CPA

in presence of measurement noise (not accounted for in this work). Fig. 3.9a shows the

correlation coefficients versus time for 256 possible guesses for the 1st key byte on the AES

supply current. The correlation for the correct key byte (red curve) shows distinct peaks

from 15ns to 25ns. A successful CPA is observed if the number of traces is more than

250 (i.e. MTD = 250, Fig. 3.9b). Another experiment models the package and the PDN

in the power delivery path to the AES engine with the following parameters: LPKG=25pH,

RPKG=25mΩ, CDECAP=100pF). The CPA on measured AES current in such systems showed

similar attack resistance (MTD = 250) as the standalone AES core (Fig. 3.9c,d). The study

indicates that the transformation induced by the package does not affect the power attack

resistance. For the rest of the analysis, the Simulink model considers the effect of a package

and an on-chip PDN.

3.5.5 CPA on the illustrative IVR-AES system

Figure 3.10: (a) CPA results on the input current of the illustrative IVR design (b) MTD

plot of the illustrative IVR-AES system

The illustrative IVR is designed with the parameters shown in table 3.1 and the compen-

sator model shown in Eqn 3.4. Following the simulation methodology described in section

3.3, the corresponding currents at the IVR input are generated and a CPA is performed on
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Figure 3.11: (a) CPA results on the input current of an IVR design with feedback loop

delay. An example design with tD=1ns is shown. (b) MTD plot of the AES-IVR system

with tD=1ns

the IVRs input current. A successful CPA is observed at the IVR input for the illustrative

design (Fig. 3.10a). The MTD of the IVR-AES system is found to be 4000 (Fig. 3.10b).

The MTD increased by 16x compared to the baseline design. Although the absolute value

of the correlation for the correct key has decreased in an IVR-AES system, the correla-

tion ratio remains high, indicating that calculating absolute correlation value [86] is not

enough to ensure attack protection. Therefore, it is important to consider security-aware

design strategies to improve robustness.

3.6 Security Aware Design Strategies for IVR

LG(s) = GV D(s)×GC(s) (3.5)

The improvement in attack resistance for IVR (for eg. 16x increase in MTD for the

baseline IVR) is attributed to the small signal and large signal transformation from the

load current to the input current. A security aware IVR design aims at modifying these

transformations to increase attack resistance. The large signal transformation is determined

by the switching frequency of the IVR which is often fixed by the target power efficiency

of the IVR and in some cases EMI constraints. Small signal transformation on the other
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hand is solely determined by the small signal loop characteristics (expressed in Eqn 3.5;

GVD(s) is control to output transfer function and GC(s) is defined before). Any change in

the magnitude and the phase of LG(s) would change the small signal transformation and

would eventually alter the attack resistance.

GVD(s) can be changed through changing passive values (L and C) and their corre-

sponding parasitics (RL and RC). Increasing the values of L and C helps in improving

attack robustness; for eg. an IVR with L=5nH, C=10nF and FSW=300MHz shows an un-

successful CPA. However, in most of the commercial designs, L and C values are fixed by

different performance metrics such as maximum inductor current ripple, loss across RL and

worst case droop as well as the achievable passive density in the corresponding technology

node. The current trend in IVR design is to use low passives that can be embedded even in

small dies.

GC(s) on the other hand can be modulated by control topologies and circuits, and is not

limited by process (or packaging) constraints. Moreover GC(s) can also be modified on-

the-fly as long as the IVR output is stable. Therefore, security-aware IVR design strategies

need to focus on modulating GC(s) for power attack protection. However, modulating GC(s)

also affects a number of performance metrics namely transient droops and settling time, and

hence, understanding the trade-off between security and performance is crucial. GC(s) is

modulated through changing θ (in general pole-zero locations) and tD (loop delay) in Eqn.

3.4. Other parameters like controller gain (A in Eqn. 3.4) can also be used to modify GC(s).

FSW, L, and C values are not modified from the baseline design.

3.6.1 Effect of controller delay

A nonzero controller delay introduces additional phase lag in the loop, reducing the loop

phase margin (PM), but the magnitude response remains unchanged. Additional loop delay

significantly improves the attack resistance as shown in Fig. 3.12. 0.5ns extra delay in

the loop increases the MTD by 3.75x compared to the baseline design, whereas 1ns delay
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Figure 3.12: Effect of controller delay on PSCA improvement
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Figure 3.13: Movement of poles and zeros in the IVR compensator for decreasing and

implementation of security-aware IVR design techniques.

makes the design robust from a CPA (Fig.3.11). The correlation ratio also decreases in

coherence with the improvement in MTD. This clearly shows that controller delay can

be used to improve PSCA resistance (Fig. 3.12). The improvement comes at the cost of

low phase-margin of the system that increases the droop and settling time for a sharp load

transient. The worst case phase margin is 43.2◦ (at 1ns delay) which is still more than the

40◦ phase margin of IVR in Haswell [41]. For implementation purposes, additional delay

can be achieved by using a programmable delay generator after the PWM (analog control)

or the DPWM (digital control) output, as shown in Fig. 3.13.
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Figure 3.14: Effect of compensator transfer function on PSCA improvement

3.6.2 Effect of compensator transfer function

Changing compensator pole zero locations (parameter θ in 3.4 for the present setup) changes

the compensator transfer function. When θ is changed from 60◦ to 45◦ and 30◦, the band-

width of the loop increases whereas the phase margin decreases. The pole zero movements

in the design are shown in Fig. 3.13. From the context of power attack protection, reduc-

ing θ also improves the attack resistance significantly (Fig. 3.14), but at the expense of

reduced phase margin (higher settling time). As the AES engine by itself does not generate

any sharp load transients, the security aware compensator modes (either controller delay

or pole-zero) during an AES operation do not show any significant change in the output

voltage, even in the presence of clock transition spikes and reduced PM of the IVR. For

an analog controller, pole zero can be changed dynamically by using tunable resistor and

capacitor arrays in the compensator (Fig. 3.13). For a digital controller, this amounts to

change in the digital coefficients of the PID filter.

3.7 Alternative Attack Modalities

The transformations described in section 3.2 can broadly be described as linear transfor-

mations which spreads out the information contained in the load current signatures into

multiple cycles of the IVR input phases. Traditional attack modalities like time domain
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CPA might not be efficient to prove or disprove the effectiveness of the IVR. In this sec-

tion, alternate attack modalities which are more robust against linear transformation or

time-shift based countermeasures, are explored.

3.7.1 Frequency Domain Analysis

The underlying assumption behind statistical tests performed to analyze side channel leak-

age is that at a given sample point of all or most of the recorded traces, the same step of the

algorithm is executed. However, as explained in section 3.2, the mapping of load current

signatures of a particular round to the corresponding IVR input current is one-to-many. The

magnitude of the Fourier Transform of a trace is independent of the phase (time-shift) and

can be used to perform a CPA. FFT of a signal can be represented as

FFT (Mi,1:T ) =
T−1∑
n=0

Mi,n+1 ×W nm,W = e−j
2π
T (3.6)

As the FFT magnitude is an even function of frequency, only one half of FFT output is

used to constitute a matrix [FM ]P×T/2 . In frequency domain attacks, same power model

as time domain attack can be used; as amplitude in frequency domain is proportional to

amplitude in time domain, irrespective of the time shift. Next the correlation between HD

and FM is computed.

ρFFT (j, k) = corr(FM1:P,j, HD1:P,k)1 ≤ j ≤ T/2, 1 ≤ k ≤ K (3.7)

A major challenge in frequency domain CPA is that the FFT cannot capture the data

dependent activities with sufficient resolution, as the exploitable signatures (the part of the

signature that corresponds to the power model) occur over very short time duration. For a

sufficiently large recorded trace, activities might not be visible in the frequency domain. A

small window can be used to compute the FFT, however, it can limit the effectiveness of

frequency domain analysis if the worst case time-shift is outside that window. To counter
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Figure 3.15: CPA in frequency domain (Spectrogram) for two IVR designs (a) Baseline

IVR (b) IVR design with θ=30◦. The correlation is plotted against a normalized frequency

vector from 0 to π.

this, short-time Fourier transform (STFT) is used to observe the spectral content over time.

Spectrogram, which is the squared magnitude of STFT of the power traces can also be used

for performing CPA. Time-localized frequency content of a spectrogram is plotted against

normalized frequency.

Results

A Hamming window of 128 samples (FSAMP=10ps) is used for calculating spectrogram in

MATLAB and replace the matrix FM (Eqn 3.7) with the spectrogram coefficients (dimen-

sion of FM is now P ×W where w is the length of a vector of normalized frequencies)

for correlation calculation. Fig. 3.15 shows the attack on spectrogram on the baseline

IVR design (=65◦) and a design with different controller pole-zero locations (=30◦). The

security-aware IVR designs also improve the attack robustness in frequency domain CPA;

a design that is protected (un-protected) in the time-domain is also protected (un-protected)

in the frequency domain.
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3.7.2 Threat Model

A potential attack modality on the IVR input current is to reverse-engineer the transforma-

tion through the IVR by using an inverse transformation and recover the AES current sig-

natures from the measured IVR input current signatures. Accurately extracting the transfer

function is highly challenging; however, under a pessimistic scenario where an adversary

can accurately reconstruct the transfer function, it is important to understand whether the

improvement in PSCA resistance at the IVR input can be nullified.

The large signal distortion, introduced by the switching frequency of the IVR, can be

filtered out from the IVR input current through a simple low-pass or a band-pass filter.

However, as explained in Fig. 3.3, the on-time of the transistor M1 during every switching

period acts as a window where the load current signature directly appears at the IVR input.

This effect cannot be reversed through filtering out FSW component at the IVR input current.

The small signal transformation from load current to input current can be modeled, and the

adversary can use an inverse transfer function to estimate the load current from measured

input current, as discussed next.

Current Transformation through an IVR

The small signal representation of the input current of the IVR has been shown in Eqn3.8.

The equation can be rewritten as

iin = (D
il
vo

+ I0
d

vo
)× vo = (D

il
vo

+ I0
d

vo
)× vo

io
× io (3.8)

The small signal duty cycle (d) to voltage (vo) gain can be written as

d

vo
= −GC ×M (3.9)
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whereGC is the compensator transfer function, including the small signal gain across ADC

and DPWM and M is the gain across the power stage. The small signal inductor current

(il) to voltage (vo) gain can be written as

il
vo

= − 1

Z1

× (1 +GCMVIN) (3.10)

Finally the closed loop output impedance i.e. vo
io

can be represented as

vo
io

=
1

1
Z2

+ 1
Z1

(1 +GCMVIN)
(3.11)

where Z2 = (1/sCOUT + RC)||RO and Z1 = sL + RL The magnitude of the transfer

function (Eqn 3.8) at very low frequency is equal to the duty cycle D (VOUT/VIN). At

higher frequencies the magnitude peaks near the resonant frequency of the output filter

and eventually drops, governed by the loop-bandwidth. This clearly suggests that the high

frequency load current components are heavily attenuated and never appear at the input

current.

Reversibility

The reversibility transfer function (RTF) from the IVR input current to the load current is

the inverse transfer function of Eqn 3.8 and is expressed as:

RTF =
io
iin

=
1
Z2

+ 1
Z1

(1 +GCMVIN)
D
Z1

(1 +GCMVIN) + IOGCM
(3.12)

The magnitude and phase of RTF are plotted in Fig. 3.16a for the baseline IVR. The

low frequency gain is equal to 1.5 which is also equal to the inverse of steady state duty

cycle (1/D=1.8/1.2). The gain drops near the filter frequency (1/2π
√
LC = 32.4MHz).

The RTF gain increases after the filter cutoff frequency to compensate for the attenuation

at high frequency in the forward transfer function ( iin
io

).
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Figure 3.16: (a) Reversibility transfer function for the baseline IVR and two IVR configu-

rations with different security aware design techniques (b) Estimated load current in time

domain using RTF (c) Attack using RTF on IVR design with tD =1ns

To generate the estimated load current, the RTF can be used as a linear system with the

measured IVR input current as input to the system. However, for nonzero controller delay,

Eqn. 3.12 has more zeros than poles, causing a linear simulation to fail. Algorithm 1 to

estimate the load current signature from the IVR input current signature is shown below.

Results

The output of RTF in time domain, corresponding to a sample IVR input current is shown

in Fig. 3.16b. The switching frequency component is not removed as the small signal

derivation of RTF does not account for FSW.

Similar trends as the time and frequency domain CPA are observed in an attack using
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Algorithm 1 Estimation of IVR load current signature from IVR input current signature
Input:

IVR Input Signature: [M]1×T
Sampling Frequency of measurement: fS
Window: TStart, TStop
IVR Parameters: L,C,RL, RC , RO, GC ,, VIN , VOUT

Output:
Estimated IVR Load Signature [MEST]1×T

1: Begin
2: CalculateRTF (s)fromEqn.3.12
3: MFFT = FFTN([M ]1×(TStart:TStop))
4: for i = 0; i < N/2; i+ + do
5: F = i× fS/2
6: RTFV AL(i) = RTF (2πF )
7: end for
8: RTFV AL = [RTFV AL RTFV AL[N/2− 1 : −1 : 2]
9: for i = 0; i < N ; i+ + do

10: MFFT,EST (i) = MFFT (i)×RTFV AL(i)
11: end for
12: MEST = IFFT (MFFT,EST )× (TStop − TStart)
13: return MEST

14: End

IVR threat model. For all the designs which did not show any positive CPA at the input

current, no positive CPA was observed in the estimated load current as well, using the

adversary model (Fig 3.16c).

3.8 Summary

The transformations through an inductive IVR significantly reduce the correlation between

the load current signatures and the input current signatures. The correlation values can be

improved through post-processing techniques like envelope or duty cycle measurements.

Performing a power attack, however suggests that a reduced value of correlation does not

always translate to improvement in PSCA resistance as a successful CPA was observed

at the input current signatures of an illustrative IVR design. Several IVR parameters are

identified which modulates the PSCA resistance at IVR input. Alternative attack modalities

like frequency domain CPA or inverse transformation on the IVR input current signature

40



do not alter the improvement in PSCA resistance. All these results suggest that IVRs can

be exploited for improvement in PSCA resistance of encryption engines [87]. The next

chapters focus on the circuit details of a test-chip which would be used to characterize the

improvement in PSCA resistance.
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CHAPTER 4

ALL-DIGITAL INDUCTIVE IVR ARCHITECTURE

Exploiting inductive IVRs for PSCA protection requires integration of the IVR in the same

process node as the digital circuits. Due to the usage of low passives, IVRs potentially can

achieve a higher bandwidth, provided that the IVR controller is not limiting the bandwidth

[88, 41, 1, 54, 52, 53, 42]. At advanced process nodes which are optimized for digi-

tal operations, designing high bandwidth analog PWM controller is challenging. Digital

PWM control for IVRs on the other hand facilitates on-chip integration with digital cores

as the entire controller uses only digital logic. Digital controllers can also exploit an ad-

vanced process node by clocking the compensator at a higher operating frequency (FSAMP)

to achieve a higher bandwidth [55, 50, 51]. However, the switching loss limits the maxi-

mum switching frequency (FSW) and the achievable loop unity gain bandwidth (UGF) for a

single phase IVR. Krishnamurthy et. al. in [50] has shown that bandwidth of a single phase

IVR can be increased by using phase shifted clock, but requires a fast analog-to-digital con-

verter (ADC) with conversion time much lower than the sampling clock period. An alter-

native approach to enhance bandwidth for a given switching frequency is multi-sampling,

which is widely used for low-frequency (∼1MHz) IVRs with off-chip passives [89, 90].

However, multi-sampling for a high frequency (≥100MHz) inductive IVR imposes strict

timing constraints on the digital compensator. Therefore, enabling multi-sampling in high-

frequency IVRs is an important problem to address.

The integrated inductor technologies like magnetic interposer [59], magnetic thin films

[60], on-chip spiral inductors [58, 51] can have higher variation than discrete (packaged)

inductors. The variations in inductance and capacitance degrade the steady state power

quality and responses to transient events like a load step or a power-state change [40]. The

challenge is exacerbated in IVRs where the switching frequency is limited by the power
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efficiency, as the filter poles (∼10 to 30 MHz) can lie close to UGF making loop character-

istics more sensitive to variation in the passives [55, 50]. Auto-tuning of the control loop is

used in low-frequency (∼1MHz) off-chip VRs to tolerate variations [91, 92]. However, the

prior approaches use complex algorithms to characterize and tune frequency response of

VRs which require significant hardware resources and are inefficient for realization in high

frequency (≥100MHz) IVRs. Hence, there is a need for auto-tuning algorithms that can

be easily integrated with digitally controlled high-frequency IVRs to tolerate variations. A

digital controller architecture can reduce the effect of variability on the controller, improv-

ing the overall robustness.

In this chapter, an all-digital architecture of fully integrated IVR is presented which can be

easily integrated with a digital system containing an encryption engine. The all-digital con-

troller with the on-chip auto-tuning engine is fabricated in 130nm CMOS and measurement

results are presented.

4.1 Proposed Architecture

An IVR architecture is proposed with the following attributes as shown in Fig. 4.1.

• A reduced precision of coefficients is introduced to allow the compensator to use

multi-sampling, without any timing failure, to improve bandwidth.

• A fast and compact (low area) auto-tuning architecture is presented to enhance toler-

ance to parametric variations in the filter passives without complex computation.

• An all-digital discontinuous conduction mode (DCM) controller is proposed to sense

a small negative inductor current and improve low-load efficiency of the IVR

• A resistive transient assist (RTA) scheme is proposed to improve the IVRs response

to large load and power state transients.

An all-digital design approach is adopted to realize different blocks of the proposed

architecture i.e. most of the controller can be synthesized using standard synthesis process
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Figure 4.1: Architecture of the proposed All-digital Fully Integrated IVR Architecture

and facilitates the integration of the IVR with the digital cores (referred to as the digital

load in Fig. 4.1) in advanced process nodes.

4.2 Bandwidth Improvement

A fixed-point arithmetic with computation in reduced precision is used to enable multi-

sampling even at a relatively high (80 FO4 delay in 130nm CMOS) sampling frequency. In-

ductive IVRs use low output capacitance, which causes the capacitor ESR zero ( 1
2πCOUTRC

)

to reside at a higher frequency. Hence, to compensate such a power stage, a type III com-

pensator is used as shown below:

GC(z) =
Comp(z)

Err(z)
=
b0 + b1z

−1 + b2z
−2

1− z−1
(4.1)

Given a constraint on the transient response of an IVR, the coefficients for the digital con-

troller considering a single-cycle (FSW: 125MHz FSAMP: 125MHz) and a multi-cycle (FSW:
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Figure 4.2: (a) Response of the single sampled and the multi sampled regulator, optimized

by a Simulink based response optimization tool (b) Implementation details of the multi-

sampled compensator with a 250 MHz clock

125MHz FSAMP: 250MHz) operation. A multi-sampled operation with reduced-precision

of the coefficients (b0, b1, b2) can help the IVR to meet a tighter performance constraint

indicating a higher bandwidth of the loop. First, the coefficients are optimized using a

Simplex optimization algorithm. Next, the digital controller is designed using reduced-

precision to meet 250MHz timing, and the quantized coefficients are used to estimate the

transient performance.

The optimization process considers a 0.8V to 1V output voltage step response. The

target rise time (80% change in output voltage) is 20ns, the target settling time (time re-
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quired to reduce output swing below 18% of VDD) is 50ns, and the target overshoot and

undershoot are 5% and 10% of the output voltage, respectively. The single sampled system

failed to achieve the target (best coefficients found were b0:1.443, b1:-0.725 and b2:0.6503).

The multi-sampled system can meet the target with a 5 bit fixed point representation and

the optimized coefficient values for the multi-sampled case are b0:1.125, b1:-1.3750 and

b2:0.75. The multi-sampled controller with reduced bit precision shows better transient

response than the single sampled controller (Fig. 4.2a). Fig. 4.2b shows the architecture

of the multisampled compensator. The coefficients b1 and b2 are quantized as multiples of

1/16 and 1/32 (each represented using a 6 bit signed number), whereas b0 is approximated

as 1. The saturated compensated error (DP) represents the pulse width of the PFET, whereas

NWIDTH, generated from the DCM engine, represents the pulse width of the NFET. A 300ps

skew is used in the clock of the final stage to meet timing.

4.3 All-Digital Auto Tuning

The time domain (stable steady-state and fast transient response) behavior of an IVRs out-

put determines a systems (digital core + IVR) performance [93]. An optimization cost,

referred to as stability-figure-of-merit (SFOM) is proposed to quantify the time-domain

behavior of the IVRs output. SFOM is computed by performing a set of simple arith-

metic operations on the output error and the locations of the compensators poles and zeros

(dictated by the compensators coefficients) are used as the tuning knobs (Fig. 4.3a). The al-

gorithm finds the minimum SFOM over a range of coefficients applied to the system while

observing the output error (digitized difference between the output and the reference). The

simplicity of the resulting tuning algorithm allows a light and fast tuning engine, able to

operate at FSW and removes requirement for storing any error samples (Fig. 4.3b). The use

of saturated adders approximates SFOM for unstable/slow responses, and computes SFOM

accurately for near-optimal responses. The SFOM metric uses the following quantities: 1)

absolute error (AE), calculated as the accumulation of absolute values of the error signal,
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Figure 4.3: Control flow (top) and hardware implementation (bottom) of the proposed auto-

tuning engine of the proposed engine

2) signed error (SE), calculated as the accumulation of signed error values, and 3) conver-

gence time (CT). The CT quantifies the recovery time of the output from a droop caused by

a load step. The CT calculation starts when a load transient is induced at the midpoint of

the evaluation phase. The recovery is defined when the output is observed to remain within

a user provided threshold (CTTH) for ten (10) consecutive cycles. Fig. 4.4 shows the output

response of a baseline IVR for three different coefficients applied, the corresponding dig-

itized error and the different components of the SFOM. The AE helps to reject responses

that are unstable for a steady load current. For the given examples, the AE is significantly
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Figure 4.4: Behavior of the individual components of SFOM for different response types

higher for response 3 than response 1 and 2. The SE helps to reject responses that show

damped oscillations while recovering from a transient. If the output oscillation does not

dampen due to either a low phase margin (φM ) or a steady state limit cycle oscillations

(LCO) or complete instability, the SE remains low as +ve and ve error cancel each other.

For the given example SE is higher for response 2 than response 1 and response 3. The CT

selects responses with the shortest recovery time which, for the given example, is response

1. For the example response set, the tuning engine will select response 1. The SFOM metric

for each coefficients, selected from a set of coefficients, is evaluated for a fixed number of

sampling clocks; followed by opening the feedback loop, and driving by a fixed duty cycle

to ensure the same initial condition for the next coefficients. The steady state responses are

observed using two DC loads. A synthetic on-chip load generator is used to generate a fast

transition between the two DC loads. The transition from open loop to closed loop is used

to emulate the reference transition.
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4.4 System Implementation

The detailed architecture of the proposed IVR is shown in Fig. 4.5. Package bondwires

are used as the power-stage inductor and an on-chip MIM capacitance as the output filter.

Based on the package datasheet, the total bondwire inductance is estimated to be 11.6nH. A

delay-line based ADC is used for digitizing the output. The digital compensator, the auto-

tuning engine and a serial interface for programming are generated with digital synthesis

tools. The compensator output is fed to a delay locked loop (DLL) based DPWM engine.

The regulator can operate in an open-loop condition where the DPWM is driven by a fixed

input word, generating gate signals with a constant duty cycle. An all-digital DCM engine

and an RTA circuit are added to the IVR. A voltage-controlled-oscillator (VCO) generates

the multisampling clock that is distributed to the ADC and the controller. The DPWM

clock (FSW) is derived from the compensator clock (FSAMP) to ensure that the duty cycle

commands from the controller (DN and DP) change synchronously with FSW.
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4.4.1 Delay-line based ADC

The small-signal gain through an ADC in a digital controller can be expressed as

GADC(s) =
1− e−sTs
sTS

× 1

vLSB
× e−stD,ADC (4.2)

where TS is the ADC sampling clock, vLSB is the voltage change corresponding to 1 LSB

change in the ADC output and tD,ADC is the ADC conversion delay. The ADC requires a

high sampling speed to reduce the feedback delay (tD,ADC) and a higher resolution for more

accurate binning of the output voltage. Multi-sampling imposes more stringent constraint

on the sampling speed, which can conflict with the resolution. Fig. 4.6 shows the delay-
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line based ADC architecture [94] used in the proposed IVR. The entire design, except for

the sense branch, is synthesizable. The current mirrored from the sense branch, consisting

of a source degenerated PMOS (M1), controls the delay of the current starved inverter in

each stage. A conversion cycle begins by initiating a pulse with high duty cycle (IN0) at

the input of the chain and ends when IN0 goes to logic zero. During the conversion time,

depending on the delay of the cells, the input pulse crosses a partial number of delay cells,

before IN0 goes low. Each delay cell also contains a RS latch that samples and stores

the intermediate node (X) once it goes low. The latches are reset using the signal RL in

the middle of the conversion cycle. The latch outputs are fed to a thermometer to binary

encoder to obtain a binary format output. Having the intermediate latches ensure that the

computation delay through the T2B encoder does not affect the operation of the main delay

chain. The T2B output is sensed by the compensator clock (COMPCLK) right before RL

goes low. Moreover, the delay between the positive edges of IN0 and COMPCLK is less than

the delay through the T2B encoder, ensuring no hold violations.

4.4.2 Limit Cycle Oscillation

A limit cycle oscillation (LCO) is a well-known problem in digitally controlled buck regu-

lators and is caused by the finite granularity of the DPWM engine. A LCO is traditionally

avoided by satisfying three conditions [95]:

1. A lower voltage resolution of the ADC than that of the DPWM engine

2. Setting the integral gain of the compensator less than unity

3. ensuring loop stability with the highest small signal gain across the ADC

In a single-sampled system, the ADC sampling clock always samples the output ripple at

the same location and therefore the ripple magnitude doesn’t play any role in inducing a

LCO. In a multi-sampled controller, the output voltage is sampled, typically using a sample-

and-hold circuit (S&H), multiple times in one switching cycle. If the peak and trough of
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Figure 4.7: (a) Delay variation in the unit cells for changing output (droop during a load

transient) for four consecutive conversion cycles for the proposed design (no S&H before

ADC) with a scaling factor of 1 (b) Comparison of steady state response of the output for

the proposed design (no S&H before ADC) against a traditional design (S&H before ADC)

the output ripple is sampled and peak-to-peak ripple magnitude maps to different ADC bins

(Fig. 4.7a inset), a LCO can occur, even if the other conditions are satisfied. This adds a

fourth criteria of avoiding LCO for multi-sampled controllers.

The proposed ADC design does not use a dedicated S&H circuit, instead uses latches within

the delay cells working as an intermediate storage element (Fig. 4.6) and addresses the

fourth criteria of avoiding a LCO. Consider that the IVRs output voltage (i.e. ADC input)

changes at the middle of a conversion cycle. Consequently, the delay of each of the delay

elements will change (Fig. 4.7a), but the states of the delay elements that have already

flipped are stored in the corresponding latches. This effect causes the effective sampling

frequency of the output to be 1/delay of the unit cells (i.e. higher effective bandwidth

of the ADC gain). The total number of delay cells that changed its states i.e. the ADC

output depends on the average value of the sensed voltage during the ADC conversion cycle
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instead of the sampled value of the sensed voltage at the beginning of the ADC conversion

cycle, if a dedicated S&H was used. This achieves the same effect as an antialiasing low-

pass filter or a Repetitive Ripple Estimation [90] without increasing feedback loop delay.

Fig. 4.7a also shows the delay of the consecutive cells during a voltage droop at the IVR

output for the proposed ADC design for four consecutive ADC conversion cycles. As the

output droops during cycle 1, 2 and 3, the delay between consecutive cells increases during

the conversion cycle. For cycle 4, the sensed voltage stays relatively constant, and therefore

the delay does not change significantly between consecutive delay cells. The simulations

also show that introducing a S&H at the input can causes limit cycle oscillation (LCO) at

the output, but the proposed design (no S&H) does not show any LCO (Fig. 4.7b). The first

and the third criteria for avoiding a LCO are satisfied during the design phase. LCO can still

occur from the selection of the compensator coefficients or due to passive variations which

increases the peak-to-peak output ripple and the sampled outputs in one switching period

map to different ADC bins. The proposed auto-tuning engine can correct for the second

criteria, however avoiding LCO under increased ripple requires adjusting the scaling factor

before the ADC.

4.4.3 All-Digital DCM

An all-digital DCM engine is used to improve the light-load power efficiency of the IVR.

The existing digital DCM controllers for high frequency IVRs sense the VSW node after the

NFET turns off and reduce the width of the NFET pulse till the sensed value becomes logic

0 [96]. However, smaller negative IL results in a long rise time of the VSW node and may

not be detected by digital sensing (Fig. 4.8a). To address this challenge, the falling edge of

the NFET is used to create multiple (delayed) sampling clocks which are combined using

an OR gate (Fig. 4.8b). Multiple sampling of the VSW node facilitates detection under

parametric variation even at small negative IL. Another layer of flip-flops, clocked by the

inverted PFET gate signal, samples the outputs of the first layer of flip-flops clocked by the
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Figure 4.8: (a) The effect of multiple sampling of the VSW node after the NFET turns off.

(b) Proposed all-digital DCM controller and (c) DPWM architecture and power stage

sampling clocks. This is necessary to prevent a false detection of the VSW node after the

PFET has turned on for the next cycle. Sensing using only the last sample might not be

accurate if the time interval when both the FETs are turned off is not enough to complete all

4 samplings. The DCM engine senses the ORed result and outputs a digital word (NWIDTH),

which keeps on decreasing till the sensed value is logic 0. Fig. 4.8c shows the gate signal

generation from the DPWM and implementation of the power stage and the drivers. A 64-
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stage delay locked loop (resolution of 125ps) with two 64-to-1 mux are used to generate

the driving signals for the power FETs from the words DP and DN. The widths of the

power FETs and the drivers (details in Fig. 4.8c) have been optimized to maximize power

efficiency at 70mA load current as well as the ability to pass a thin pulse (≤ 1ns) for skewed

duty cycles. To improve the light-load efficiency, the power stage is split into two segments.

In DCM mode, if DN falls below a threshold value (AWIDTH ) for 10 consecutive cycles, one

of the power FET segments turns off, and reduces the driving loss (Fig. 4.8b). Fig. 4.9a

shows the inductor current and the delayed samples of the VSW node for CCM to DCM

transition through simulation. As the NFET pulse width reduces, the latter samples can

detect negative IL (although the initial samples fail) and help reduce NWIDTH until detection

fails for all samples. Fig. 4.9b shows that NWIDTH values for different sampling options

continuously oscillate. When the sensing logic detects a logic 0, NWIDTH starts increasing

till a logic 1 is detected again. This causes the NWIDTH to continuously toggle within a set of

values. As more samples are used in the sensing process, the average NWIDTH value reduces

and eventually saturates to a minimum value improving power efficiency (Fig. 4.9c)

4.4.4 Resistive Transient Assist

A transient assist scheme, referred to as Resistive Transient Assist circuit (RTA) is intro-

duced to reduce response time of load or reference transients (Fig. 4.10a). The proposed

scheme uses transistors MT1 and MT2 to assist the output directly from the input voltage, by-

passing the inductor and the control loop. The transistors are driven by digital comparators

that compare the digitized error, already available from the compensator block, with two

threshold values. If the errors are positive i.e. the output is less than the reference, and more

than the threshold value of the corresponding comparator, the switch turns on and assists

the output by supplying current directly from the input. The current assist from the input

to the output scales with the droop magnitude. This is achieved by keeping multiple (two)

assist devices (equal width) where both the devices turn on only when the droop exceeds
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Figure 4.9: (a) Simulated waveforms of the inductor current and the VSW sense outputs

while transitioning from CCM to DCM (b) NWIDTH against time for different sampling

methods for CCM to DCM transition and (c) corresponding improvement in power effi-

ciency (conduction loss only)

the larger threshold. No hysteresis was added to the comparator to avoid overshoot of the

output voltage beyond the maximum tolerable value. The threshold values are chosen to

ensure that the maximum positive error during a LCO does not trigger the RTA. Fig. 4.10b

shows that enabling the RTA (WMT1 =WMT2 =100m) helps reducing voltage droop due to

a load step (20mA to 100mA) by 50mV. Increasing widths of the assist devices reduces the

voltage droop, but the settling time increases. A stronger assist reduces the digitized error

at the output (compared to no RTA), which reduces the control effort of the compensator
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resulting in lower output slew when the RTA turns off.

4.5 Measurement Result

The integrated buck regulator was fabricated in 130nm process and packaged using a wire-

bond Ceramic Leadless Chip Career (CLCC) (Fig. 4.11, Table I). The power stage operates

at 125MHz and can convert 1.2V to 0.45V-1.05V output. The minimum output is limited

by the lower range of the ADC input. Scaling factors are appropriately adjusted to en-

sure that the scaled outputs are within the ADC range. The output characteristics and the

control loop of the IVR are characterized by operating the power stage in the open loop

condition, with varying DPWM input in steps of 1 with zero load current (Fig. 4.12). The

DPWM provides a linear input code (6-bit word) to output voltage profile. The average

peak-to-peak ripple is measured to be 84mV. The corresponding ADC output shows three

key observations. First, the ADC goes through all possible states for increasing DPWM

code and multiple DPWM codes map to the same ADC bins for most of the ADC states.
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Figure 4.11: Micrograph of the chip and corresponding package and board level assembly

for testing

The result indicates that the ADC resolution is less than DPWM resolution which satisfies

the first criteria for reducing LCO [95]. Second, the ADC shows non-linearity near a low

output voltage. This is due to the non-linearity of the delay of the ADC delay elements

with respect to the control voltage. The loop stability is not affected when the ADC gain is

highest (around 800mV output) which satisfies the third criteria for reducing LCO [95]. Fi-

nally, the peak-to-peak ripple for a fixed DPWM code spans across 3 different ADC bins,

however the ADC output remains fixed across multiple measurements, due to use of the

delay line based ADC and absence of a dedicated S&H as explained in section 4.4.1.
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Figure 4.12: (a) Characterization (measurement) of the control loop: output voltage and

ADC output for varying DPWM input in open loop condition (b) Span of peak-to-peak

output ripple across different ADC LSB levels

4.5.1 Auto-Tuning of Coefficients

The power stage inductance is formed by two bondwires in the 52 pin CLCC package,

shorted externally through a PCB trace. Unlike the bondwire formation in [52], the pack-

age and an external low resistance PCB connection is included in the inductance path,

similar to [49]. The average bondwire length is 5.5mm, providing an average of 5.8nH per

bondwire, estimated based on the package datasheet. The inductance offered by the pack-

age is expected to be minimal due to absence of leads. The bondwires near the corner of

the die are chosen to extract the maximum inductance and to keep maximum distance be-

tween the inductance forming bondwires to avoid negative mutual inductance effect [49].

One of the adjacent bondwires for each inductance forming bondwires are kept floating to

also reduce mutual inductance (Fig. 4.11). However, the other adjacent bondwires, which

themselves are subjected to variations, play a role in mutual inductance. The length of the

bondwires can also vary during the bonding process. Therefore, as identified in [52], there

can be appreciable variability in the effective inductance value. The authors in [52] ad-

dress the impact on variability on power efficiency, however the variability on the transient
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Figure 4.13: Auto-tuning operation and the corresponding waveforms

performance of the IVR is not addressed. The proposed design uses auto-tuning to address

the effect of inductance variation on the transient performance.

Fig. 4.13 shows the behavior of the IVR output when the auto-tuning process is trig-

gered using an external enable signal. The designed controller first disengages the feedback

loop, followed by the tuning phase where the optimum coefficients are found and the loop
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Figure 4.14: Zoomed in waveforms for a set of coefficients during an auto-tuning process

from (a) measurement and (b) simulation. (c) Measured reference transient for the selected

coefficients.

is subsequently closed with the new coefficients. The measured waveforms show limit cy-

cling at the output before tuning which reduces after the coefficients are modified through

the tuning process. A total of 25 different (b1, b2) pairs are covered during the tuning. Fig.

4.14a shows the zoomed output voltage (six coefficient pairs and responses) during the tun-

ing. The responses measured from the test-chip are more damped than that for the modeled

system in Simulink (Fig. 4.14b) due to additional resistance in the power stage. Fig. 4.14c

shows the measured step response of the converter for a set of designed coefficients and

the coefficients found after auto-tuning. To emulate a variation in the output inductance, an
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Figure 4.15: Effect of updated auto-tuning coefficients after the power stage is modified to

emulate +50% variation in L.

external PCB inductance is added in series with the bondwires. An extra 6nH inductance

emulates 50% variation in expected L. During the auto-tuning process, the system becomes

unstable for initial few coefficient pairs, caused due to the shift of the LC poles at a lower

frequency. The coefficients found for the previous configuration (Fig. 4.14c) were used to

test the reference step response and load step response of the new configuration (config 2)

with extra L. The updated coefficients for config 2 yields a better reference step response

and a comparable load step response than the coefficients for config 1 (Fig. 4.15). This

clearly shows that the tuning process needs to be performed separately for every system.
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Figure 4.16: (a, b) Measured (band limited) load and reference transient in CCM mode with

and without RTA active (c, d) Measured load transient from DCM to CCM, (c) without and

(d) with RTA

4.5.2 Performance During Transient Events

The internal synthetic load generator is used to create fast load transients (75mA/100ps).

The reference transient is generated by changing the digital reference word. The measure-

ment results show that after enabling the RTA, the settling time for a 5mA to 65mA load

transient improves by 2.5X and the voltage droop improves by 15%. Further, for a 0.55V to

0.78V reference transient, the settling time improves by 2.25X (Fig. 4.16a, b). The output

slew recorded during the reference transient with the RTA on is 230mV/80ns (= 2.9V/µs).
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Figure 4.17: Open loop load-line for schematic and measurement (b) Simulated distribution

of losses and efficiency from schematic and efficiency estimated from measured open-loop

load line.

The disengaging of the RTA circuit is visible from the change in the output slew during

recovery from a load transient and the initial phase of a reference step. The effect of RTA is

also studied considering the IVR is initially in the DCM mode (Fig. 4.16c, d). The wave-

forms of the VSW node, without the RTA on, show that the regulator quickly comes out of

the DCM mode as EPID goes high and saturates DN (Fig. 4.2b). When RTA is enabled (Fig.

4.16d), the droop reduces, however the settling time increases. This is caused by a slower

increase of DP and NWIDTH, as assist current is directly added at the VOUT node, reducing

the control effort. This causes the regulator to take 7-8 cycles to come out of the DCM

mode.

4.5.3 Power Efficiency

Fig. 4.17a shows that the open-loop load-line resistance increases from a simulated value

of 1.3623ω to a measured value of 2.235ω. The change can be attributed to the resistance

of the power distribution network, shifts in the bondwire resistances, and the resistances

of the package leads and the PCB connection. Fig 4.17b shows the division of conduction
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Figure 4.18: . (a) Measured power efficiency of the regulator across different load current

(d) power loss breakdown at high and low load condition

loss, driving loss and controller loss and corresponding design efficiency for 0.8V output

across different load currents. The difference in load-line resistances, between design and

measurement is used to estimate the excess conduction loss and predict the efficiency (Fig.

4.17b) as used in [97]. The measured efficiency (Fig. 4.18a) matches closely with the

estimated value (Fig. 4.17b) and shows a peak of 71% at 0.8V output @50mA. The DCM

mode with adaptive power FET improves light load efficiency by up to 12% (600mV VOUT

at 10mA). Adaptive driver width does not kick in for 0.8V output as the threshold for driver

width (AWTH) is set as 32 (6b100000). For 0.6V output, adaptive driver width kicks in and

increases the improvement in light load efficiency. Table 4.1 shows the comparison with

prior works on high frequency inductive IVRs. The proposed design shows improved volt-

age ramp rate (reference transient response) compared to the previous works. Moreover,

the proposed design supports auto-tuning at high operating frequency, which has not been

reported in the prior works. The measured efficiency of the proposed design is lower than

the previous works. The model-to-hardware correlation analysis presented in Fig. 4.17

shows that the additional resistance in the power stage is the key reason for the efficiency

change from simulation to measurement.
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4.6 Summary

This chapter presents an all-digital architecture of a fully integrated inductive IVR. The

proposed architecture facilitates seamless integration of the IVR into a digital process node.

Use of a reduced precision multi-sampled digital PID compensator turns the disadvantage

of high bandwidth analog controller design into an advantage of exploiting the fast digital

process to improve loop bandwidth. The all-digital DCM engine improves the light load

power efficiency by precise control of NMOS pulse width. Use of a delay-line ADC allows

to avoid LCO and improves the supply quality to the digital logic. The transient assist

circuit improves output response to deep load transient as well as power-state transients.

The proposed auto-tuning engine tunes the controller coefficients with respect to a cost

function which ensures steady load stability as well as improved transient performance

against variation in filter passives. This feature is also critical for the security of the entire

system as an adversary might attempt to change the passives to nullify the improvement in

PSCA resistance at the IVR input. In the next chapter, the PSCA resistance at the input

of the proposed IVR, driving a 128-bit AES engine, will be characterized using measured

data from the test-chip.
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CHAPTER 5

SIDE-CHANNEL CHARACTERIZATION

The analysis presented in Chapter 3 shows that an inductive IVR can improve the PSCA

resistance of a 128-bit AES engine and the improvement is dependent on the parameters of

the IVR. However a simulation based analysis can either underestimate or overestimate the

improvement in PSCA resistance. For example, when the PMOS of IVR’s power stage is

off, the load current is circulated through the NMOS internally and the simulation does not

capture any leakage through the body diode of the PMOS. Similarly, as it will be shown in

this chapter, another important transformation through the IVR, a misalignment caused due

to the asynchronous relation between the IVR clock and the AES clock is not accounted

in the simulation framework and this transformation hinders the signal alignment process,

therefore the actual improvement in PSCA resistance due to an IVR might be higher. In

this chapter, the improvement in PSCA resistance at the input of the illustrative IVR design,

described in Chapter 4 will be characterized.

5.1 Prototype Design of an Inductive IVR and AES-128

A 128-bit AES engine is chosen as the targeted encryption engine to understand the im-

provement in PSCA resistance through the implemented inductive IVR in the 130nm CMOS

prototype. The IVR architecture and measurement results are described in Chapter 4. The

blocks of the IVR which play an important role in improving PSCA resistance are marked

in red and shown in Fig. 5.1. The IVR output drives the AES engine which also has a

provision to be driven by an external voltage. The switch S1 is connected or disconnected

accordingly.
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Figure 5.1: IVR Architecture with blocks affecting side channel resistance

Digital PID and PSCA resistance

The digital PID controller along with the small signal gain across the ADC and the DPWM

determines the transfer function of the control path in the IVR. As demonstrated in Chapter

3, the small signal transfer function plays an important role in modifying the PSCA resis-

tance. A control interface sets appropriate coefficients into the digital PID for modulating

PSCA resistance.

DCM Engine and PSCA resistance

The DCM engine as elaborated in Chapter 4.4.3 (Fig. 5.2a) can improve IVRs power effi-

ciency at low load current as the driving losses and conduction losses in the IVR become

comparable to the output power. The negative inductor current sensor digitally senses

the switch node (VSW) and ensures that M2 turns off exactly when the inductor current is

zero. The DCM engine generates a 6-bit word NWIDTH which represents the on-time of

M2. NWIDTH is added to compensated and saturated error DP to generate the off-time of

M2 (DN). Subsequently DP and DN are fed to the DPWM engine as shown in Fig. 5.1.

Figure 5.2b shows an example waveform of the IL and the corresponding pulses driving M1

and M2. Whenever the digital sensor senses a zero or a positive IL, NWIDTH starts to incre-
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NWIDTH

ment. As soon as IL again becomes negative, NWIDTH starts to decrease. The continuous

toggling between the two values of NWIDTH at a steady load current changes the large signal

transformation as well as the misalignment effect, described in section 3.2.

5.1.1 AES Architecture

Two 128-bit AES architectures have been implemented in the test-chip and are described

below.

1. High-Performance AES (HP-AES): This architecture is suited for a high perfor-

mance system where each AES round is executed in 1 cycle. The latency for one

encryption is 11 cycles and all 16 bytes of the intermediate state are processed in the

same cycle. Due to simultaneous processing of the intermediate states and on-the fly

key generation, no intermediate storage is required. The architecture is shown in Fig.

5.3a.
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Figure 5.3: Architecture of the implemented AES engine (a) HP-AES (b) LP-AES

2. Low-Power AES (LP-AES): This architecture, shown in Fig. 5.3b, is suited for a

low-power, low-area application. The 8-bit datapath consists of a single S-BOX, 8

XORs for AddRoundKey, a byte-serial mix-column and intermediate registers for

data storage. The latency for one encryption is 500 cycles.

5.2 Misalignment effect through an IVR

Successful key-extraction attacks exploit the correlation between the power consumption

and the data processed in the underlying algorithm. The traditional statistical methods used

in attacks like CPA or Differential Power Analysis (DPA) rely on the fact that the measured

traces are aligned with respect to the rounds of the algorithm. This ensures that at a given
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Figure 5.4: Misalignment effect in the captured input signatures due to asynchronous nature

of the IVRCLK and the AESCLK

sample point in the measured traces, the same step of the algorithm is executed. For an

IVR powered encryption engine, the encryption clock is asynchronous with respect to the

IVR switching clock. The IVR switching clock is determined by factors like the values of

the output filter passives as well as the number of IVR phases, whereas the digital clock is

set by the throughput requirement.

Figure 5.4 shows the IVR clock and the encryption clock (AESCLK) for two encryption

events. Due to the asynchronous nature between the IVRCLK and AESCLK, each recorded

traces will have different delay between the start of the encryption and the next IVR clock

edge. We have denoted the rounds of the encryption engines are Ri. We note that the cur-

rent signatures propagates directly to the IVR input through the IVR power stage when the

transistor M1 is on. The leakage through the control path is delayed by one cycle of the

IVRCLK. Figure 5.4 shows that the leakage through the control path depends on the relative
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Figure 5.5: (a) Micrograph of the fabricated test-chip. Different blocks and their place-

ments are shown (b) Test and firmware setup (c) Measurement points for PSCA

positioning of the IVR clock edges and the encryption rounds. If AESCLK is faster than the

IVRCLK, multiple rounds of the encryption algorithm are mapped to one IVR duty cycle

update. If AESCLK is slower than the IVRCLK, one encryption round is mapped across mul-

tiple duty cycle update. Moreover the relationship between the encryption rounds and the

IVR phases are unique for each measured traces as shown in Figure 5.4. This misalignment

effect helps to improve the PSCA resistance.
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Figure 5.6: PCB for characterizing PSCA signature

5.3 Measurement Methodology

5.3.1 TestChip and PCB

The proposed architecture was fabricated in a 130nm CMOS technology. Fig. 5.5a shows

the die photo. The IVR can convert 1.2V input to 0.45V-1V output. The control logic and

other configurations are written in the IVR and the AES through two separate serial-to-

parallel (SPI) interfaces.

Measurement Modes

To keep the provision of testing the AES engine separately, separate pads are created for the

VDD and VSS of the AES engine. Side channel signatures are measured for the following

conditions.

1. Standalone AES: The AES is powered through the dedicated VDD and VSS pins of

the AES engine. Switch S1 in Fig. 5.1 is kept open. The AES is supplied at 1.2V and
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operates at 40MHz clock. In this mode, the signatures at the VAES node is measured.

2. Baseline IVR-AES: Switch S1 is closed and the IVR output is set at 0.85V. The IVR

drives a high load current created through a synthetic load generator and therefore

remains in continuous conduction mode (CCM). In this mode, the signatures at both

VAES and VIN,IVR nodes are measured. We note that in practice, the local AES supply

node (VAES) won’t be accessible to the adversary. However, for a pessimistic secu-

rity analysis, we measure VAES signatures and exploit them for post-processing and

alignment as will be shown in section 5.4.1.

3. IVR-AES in DCM: The IVR output is set at 0.85V, however the synthetic load gen-

erator is turned off. The IVR goes into DCM.

Measurement environment

Fig. 5.5b shows the corresponding PCB for PSCA measurements. A 1Ω resistor is inserted

in the series path of the AES supply (for standalone AES measurements) and the IVR

supply (for IVR-AES measurements). A 360MHz bandwidth low-noise amplifier is used

to amplify the IVR input signatures.

5.3.2 Statistical Tests

Correlation power Attack

CPA, explained in chapter 3.5.2, is used to quantify the PSCA resistance of both the stan-

dalone AES as well as the IVR-AES. For HP-AES, the hamming distance across the 1st

round SBOX which is a commonly used power-model, might not be effective, as the tran-

sition times of the output bits of the SBOX are different. Therefore, the hamming distance

between the intermediate state (128-bit) at penultimate round and the last round of the en-

cryption (intermediate state of last round is also the ciphertext) is used as a power-model for

CPA. The power-model captures the power consumption of register shown in Fig. 5.3, in
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particular the 8 flipflops associated with the corresponding key-byte. The LP-AES power-

model is elaborated in section 5.4.2.

Test Vector Leakage Assessment

The success of a CPA is critical on the choice of the power-model. Although a successful

CPA is clearly an indication of design vulnerability to a PSCA, an unsuccessful CPA does

not guarantee that the underlying platform is not leaking, particularly from a designer’s

point of view. A rigorous process involving security analyses with different power-models

might be carried out at the cost of high testing time, however, no conclusive results might be

obtained about the vulnerability of the targeted platform. Test Vector Leakage Assessment

(TVLA) as proposed by Goodwill et. al in [98], is a testing methodology which does

not aim at recovering secret keys from the underlying encryption engine, rather finds out

whether the side channel signatures are correlated to the internal power consumption.

In TVLA a tester encrypts two plaintext lists PT1 and PT2, (|PT1| = |PT2| = n) with a

known key KT . PT1 consists of statistically random inputs. PT2 consists of either a same

input PT ′ (fixed TVLA dataset) or a set of key-specific unique inputs (semi-fixed TVLA

dataset). An AES encryption with any plaintext from the second list and key KT satisfies a

set of criteria, listed in [98], ensuring that one of the chosen intermediate AES rounds (R)

shows minimum leakage. The measured dataset [M ]n×T is split into two partitions [M1]n×T

and [M2]n×T according to the plaintext list. A Welch’s T-test is performed between the two

lists.

t− valt =
µM1 − µM2
s
M2

1

n
+

s
M2

2

n

, 1 ≤ t ≤ T (5.1)

A high t-value at a certain time instant indicates that the two partitions are statistically dis-

tinguishable, which further implies that the power consumption of the target device during

computation of the chosen round R is correlated with the underlying data. A t-value of

more than 4.5 for n≥5000 has 99.9999% probability that the underlying device is leaking.

Multiple works have reported that TVLA is a more powerful statistical analysis than CPA
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and therefore is used in cases whether we were not able to mount a successful CPA.

5.4 Results

The measurement methodology is shown in Fig. 5.5c. PSCA signatures are captured with

5GSps sampling with 8 bit resolution over the oscilloscope window. The following discus-

sion details PSCA resistance of both AES architectures, in operating modes described in

section 5.3.1.

5.4.1 HP-AES

Sample waveforms

We first start with characterizing the standalone-AES (5.3.1). Fig. 5.7a shows the signature

on VAES when the AES is powered externally along with the corresponding AES clock. As

the AES is implemented using an unprotected CMOS logic family without any architectural

or algorithmic countermeasures, it is easy to figure out the 11 round operation of the AES.

Next the AES is supplied by the IVR in CCM mode (5.3.1). Fig. 5.7b shows the signature

on VIN,IVR during an AES encryption. We point to few interesting observations from the

VIN,IVR signature as well as its FFT shown in Fig. 5.7c.

• The dominant component in the VIN,IVR signature is the IVRCLK and its higher har-

monics. The 3rd harmonic shows in the highest spectral content.

• The AES rounds are not visible in the VIN,IVR signature. Therefore, if VAES is physi-

cally inaccessible to the adversary (which generally is the case for a practical system),

identifying the AES portion from the VIN,IVR signature would be difficult.

Next the IVR load current is reduced to force the IVR into a DCM mode. Fig. 5.8a

shows VIN,IVR signature when the IVR enters into a DCM mode. As a result of continuous

toggling of the pulse width of M2 which is similar to a limit-cycling effect, the current
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Figure 5.7: (a) PSCA Signatures of a Standalone AES captured at VAES (b) PSCA Signa-

tures of a IVR-AES captured at VIN,IVR (c) FFT of VIN,IVR signature

transformation through the IVR is changed.
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Figure 5.8: (a)VIN,IVR signature when the IVR is in DCM mode

Figure 5.9: VAES signatures for two encryption events before and after alignment

Post-Processing and Alignment

The alignment of the measured traces is critical for performing a key-extraction attack

through CPA or characterizing the information leakage through TVLA. The trigger used in

the measurement setup (Fig 5.5c) is not synchronous with respect to both the IVRCLK and

the AESCLK, therefore alignment is extremely critical for the designed prototype. As AES

rounds are clearly visible in the VAES signature, irrespective of whether it is supplied by

an external source (standalone AES) or the IVR, the VAES signatures are first filtered at the

AESCLK frequency and the filtered signatures are aligned with respect to cross correlation

(Fig. 5.9).

Aligning VIN,IVR, through the same method might not be useful as the IVRCLK is at a
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Figure 5.10: (a) Two step alignment of VIN,IVR using VAES (b) Single step alignment of

VIN,IVR (c) VIN,IVR signatures for two encryption events before and after alignment

higher frequency than the AESCLK, therefore the information of a particular AES round for

two recorded traces might be apart by more than one IVR cycle. Therefore a direct cross-

correlation is not guaranteed to align the VIN,IVR traces with respect to the same round of

the AES. Two alignment approaches are initially tried and the details are explained below

(Fig 5.10).
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Figure 5.11: TVLA on a standalone AES

Two step alignment using with VAES: We assume a pessimistic scenario where the

adversary has access to VAES as well. A series of bandpass filters, with center frequencies

varying from 5MHz to 150MHz in steps of 5MHz are used to filter the VIN,IVR signatures.

The filtered signatures are first offset by the offset time obtained from the alignment process

of the corresponding VAES signature. This ensures that the IVR clock phase containing the

information of a particular AES round is separated by a maximum time delay of one IVR

cycle and therefore a cross correlation is used to align the waveforms. We note that the

maximum offset during cross correlation is limited by the corresponding filter band.

Alignment without VAES: Here we assume that the adversary does not have access

to VAES and a similar methodology for aligning VAES in a standalone mode is adopted. A

series of bandpass filters, with center frequencies varying from 10MHz to 500MHz in steps

of 10MHz are used to filter the VIN,IVR signatures and the filtered signatures are aligned

using cross-correlation, with the correlation offset bounded by the filtering frequency. A

wider frequency range is used for filtering in this alignment method, as it will be evident in

the next section.
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Figure 5.12: TVLA for baseline IVR in CCM mode, post-processed at 125MHz frequency

TVLA

TVLA is performed with 5000 plaintexts (fixed dataset, total 10000 encryptions) in each

set PT1 and PT2 (n = 5000), unless otherwise mentioned. We first start with performing

a TVLA on the standalone AES. Fig. 5.11 shows the t-value against time for two experi-

ments. The t-value crossed the 4.5 threshold at multiple time instants and is consistent for

multiple experiments, clearly indicating leakage. For a fixed dataset, as the same plain-text

is selected every time from PT2, the power consumption during load and store as well as

other intermediate rounds can lead to peaks in t-values. However, these peaks are counted

as false peaks as the goal is to observe data dependent leakage from the computation of the

intermediate rounds. Therefore, the peaks in the middle one-third of the encryption corre-

sponds to information leakage generated from intermediate AES rounds, as demarcated in

Fig. 5.11.

Baseline IVR:For the baseline IVR in CCM mode, no successful TVLA was observed

before any alignment (sec 5.4.1). Fig 5.12a shows TVLA results on post-processed VIN,IVR

signatures at a 125MHz frequency band, using the first post-processing technique. We note

the following interesting observations

• The t-value profile against time are different for different experiments. However, as
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marked in Fig. 5.12, both the experiments show a t-value of more than 4.5 from 0.4µs

to 1µs which indicates with sufficient confidence that there is information leakage.

• The t-value above the 4.5 threshold is spread across multiple peaks in the post-

processed signal. As IVRCLK is higher in frequency than the AESCLK, information

of one AES round is spread in multiple IVR clock phases. Moreover, filtering the

VIN,IVR signatures causes further spreading of leakage.

• The peaks due to load/store of the plain-text/cipher-text and the same due to inter-

mediate rounds are indistinguishable. This again creates a pessimistic evaluation

scenario as the leakage seen in the baseline IVR might be only due to load/store.

TVLA across different frequency band

Fig. 5.13 shows the peak t-value against frequency (center frequency of the filter band

used for post-processing) for the two techniques described in section 5.4.1. Each plot con-

tains TVLA results for the baseline PID configuration and two other configurations where

different zero locations are used in the PID. The transfer function of the PID compensator

changes the small signal transformation through the IVR as described in section 3.2. We

note the following observations:

• Both alignment techniques show TVLA leakage. This result is interesting as it sug-

gests that a AESCLK agnostic alignment can exploit the VIN,IVR signatures.

• There are distinct frequency bands that leak information for all zero locations. These

bands remain fixed across different zero locations in the PID controller. For the first

alignment method, the probable reason of leakage from the 50MHz to 70MHz band is

due to its proximity to the AES frequency (40MHz) as well as the package resonance

frequency (65-70MHz)and the leakage from 120MHz to 130MHz band is due to the

IVRCLK (125MHz). For the second alignment method, no TVLA leakage is observed

from 0-200MHz. However, frequency bands beyond 200MHz shows leakage. The
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Figure 5.13: TVLA results on baseline IVR against frequency bands used for filtering

VIN,IVR signatures (a) Alignment using VAES, 10000 traces (b) Alignment without VAES,

70000 traces

possible explanation of this behavior is the side channel signatures from one AESCLK

cycle are coupled to multiple cycles of VIN,IVR and its harmonics. Therefore, even if

the origin of the signature from the AES engine are time-shifted (maximum shift is

bounded by 1/AESCLK), the data-dependency at the VIN,IVR signature is independent

of this time shift. The results also show that a wider frequency range needs to be

used to identify the leakage if the second alignment process is used.
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Table 5.1: Performance Trade-off
IVR-AES Design Settings Max t-value Droop (mV) Settling time (ns)

Baseline 8.49 84 80

Zero Loc 1 8.825 86 82

Zero Loc 2 7.97 96 95

• The peak t-value at different frequency bands change as the PID zero locations

change. This is expected as changing zero locations change the small signal trans-

formation which controls the leakage (peak t-value at a certain frequency band).

• Performance trade-off: The shift in the peak-t-values for different zero locations sug-

gest that the compensator transfer function can be potentially used as a control knob

to alter PSCA resistance. The modified zero locations maintain stability of the IVR,

however, the response to load and reference transient change. Table 5.1 shows the

droop and the settling time to a 0-55mA droop (created by an on-chip synthetic load

current generator) for the selected set of coefficients.

We used the second alignment technique for further results as it is equally effective in

identifying leakage and independent of any assumption about observability of VAES.

DCM: One of the prevalent techniques in improving the signal to noise (SNR) ratio of

all forms of side channel measurements is to shut off other modules in the processor other

than the encryption engine. This is easy to achieve as the adversary can simply wait to

start the side channel measurement once the other system activities are reduced. If an IVR

is used to supply the processor along with the AES engine, the reduction in load current

supplied by the IVR will force the IVR into a DCM mode. The inductor ripple current

for the designed IVR at a 0.85V output is 110mA. Therefore, if the total load current

drawn from the IVR reduces below 55mA, the IVR would move into a DCM mode. The

designed AES engine at a 0.85V supply 40MHz frequency draws <10mA current ensuring

the previous condition if the AES is the only load to the IVR. Fig. 5.14 shows that the
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Figure 5.14: TVLA results for the IVR in a DCM mode (alignment without VAES, 70000

traces)

peak t-value remains below the 4.5 threshold when DCM is enabled and therefore prevents

information leakage irrespective of a higher SNR of measurement.

CPA

A leakage test like TVLA indicates that there is a data dependency in the measured side

channel signature. However the ultimate purpose of a side channel attack is to extract the

key from the underlying device. To demonstrate the improvement in PSCA resistance for a

key-extraction attack, we performed a CPA on the standalone AES as well as on different

configurations of the IVR-AES system. As the last round does not have a mix-column step,

the hamming distance can be calculated per key-byte basis assuming that the adversary can

observe the ciphertext.

Standalone AES: The standalone AES is implemented in unprotected static CMOS and

is vulnerable to CPA with the chosen power model. The VAES signatures have been filtered

and aligned as discussed as described in section 5.4.1. Fig. 5.15a shows the correlation

against time for all possible 256 guesses of the 10th key byte, with the correct key byte

marked in black. The correlation of the correct key attains the maximum absolute value

compared to the same for the incorrect keys and therefore can easily be distinguished. Fig.
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Figure 5.15: CPA on VAES for a Standalone AES configuration (a) correlation vs. time (b)

correlation vs. traces

Figure 5.16: CPA on VIN,IVR signatures for a baseline IVR-AES configuration (a) correla-

tion vs. time (b) correlation vs. traces

5.15b shows the maximum correlation against a number of traces used for correlation. 5000

traces are enough to correctly identify the 10th key byte.

IVR-AES: We first start with performing CPA on the baseline-IVR design. Although

TVLA shows leakage across multiple filter bands, no successful CPA was observed across

all these bands with the second alignment technique. For TVLA, a slice of 200ns from the

VIN,IVR signatures was used in computation. However, for a successful CPA, alignment is
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Figure 5.17: Frequency domain CPA on standalone AES (a) selection of window for FFT

(b) correlation vs. frequency for all key guesses

more critical as the power consumption of the targeted register has to be exactly aligned.

We used a slice of 20ns sliding it across a region of 200ns in steps of 10ns, post processed

each of these slices and performed a CPA. Fig. 5.16 shows correlation against time (across

all slices and all frequency bands) for the baseline IVR-AES and it is not possible to find

out the correct key. Fig. 5.16b shows peak correlation against traces. The results clearly

indicate that 100,000 traces are not enough to find out the correct key. This is an interesting

observation as the baseline IVR configuration without any power, performance and area

overhead can improve PSCA (CPA) resistance by ≥20x.

Frequency Domain CPA: One of the possible reasons, a hamming distance based

power model might fail in CPA is random shift of the information content in time do-

main due to misalignment present in the baseline IVR, explained in Chapter 5.2. Time-

shift based desynchronization has been a popular countermeasure for PSCA, where NOPs

(no-operations) are inserted randomly in the intermediate steps of an encryption algorithm

88



Figure 5.18: Frequency domain CPA on baseline IVR-AES

[27]. Frequency domain attacks can successfully break such countermeasures as frequency

domain representation (FFT, Spectrogram, DWT) of a signal decouples the magnitude and

phase information and therefore the time-shift does not affect the data dependency in the

magnitude information. One other advantage of a frequency domain CPA is that the same

power-model can be used for attack as magnitude in frequency domain is proportional to

magnitude in time-domain and no signal post-processing is necessary.

One of the drawbacks of a frequency domain CPA is the difficulty in accurately captur-

ing the region of interest. Typically only a small section of the measured waveform con-

tains the exploitable signature. Therefore, performing an FFT over the entire trace causes

dilution of the signature with noise. A window with appropriate length, small enough so

that signatures of interest are captured and large enough so that the exploitable signature

remains within the chosen window, even after worst case time-shift, needs to be chosen.

For the following results, we have chosen a window of 40ns to perform a frequency

domain CPA. Fig 5.17 shows the window selection and the correlation against frequency

for all the key guesses. It can be clearly seen that the correct key can be identified.

For VIN,IVR signatures, the same window length is assumed as the maximum shift in

time is limited by 1
AESCLK

+ 1
IV RCLK

0 ≤ 40ns. Fig. 5.18 shows the frequency domain CPA

results on the baseline IVR-AES signatures. As evident, no successful CPA was observed.
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Reversibility Attack Based on the RTF and the estimation procedure proposed in sec-

tion 3.7.2, the VIN,IVR signatures are used to estimate the corresponding load current sig-

natures at the IVR output. Simulation framework based results, shown in section 3.7.2 did

not observe any additional advantage in using this threat model. However the information

leakage behavior was consistent before and after applying the RTF i.e. the designs which

showed a successful PSCA showed the same behavior after estimation. However, RTF

performs poorly on the measured data as no TVLA leakage was observed after applying

RTF on the VIN,IVR signatures in the baseline IVR configuration. Similarly, no successful

TVLA was observed on the IVR configuration with different zero locations (the RTF sis

modified accordingly) and DCM mode. The peak t-values after applying RTA on different

IVR modes are shown in table 5.2.

Table 5.2: Maximum t-value after reversibility

IVR-AES Design Settings Baseline Zero Loc 1 Zero Loc 2 DCM

Max t-val after RTF 3.53 2.28 3.73 3.60

5.4.2 LP-AES

In this section, we present improvement in PSCA resistance for the LP-AES architecture.

Result corresponding to the standalone AES and the baseline IVR-AES system are shown

for brevity.

Sample Waveforms and Post-Processing

The side-channel-signature of the LP-AES is shown in Fig. 5.19. The figure shows the

signature captured at the VAES node in a standalone mode. As the computation is serialized

and spread over a large number of clock cycles, the variation in VAES is significantly smaller

than a HP-AES, where the 10 round operation of the AES is clearly visible. The rounds

of the AES are not distinct in the captured signatures. However, if the VAES signature is
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Figure 5.19: (a) VAES in standalone configuration (b) VAES after filtering using a 70MHz-

90MHz bandpass filter(c) Aligned VAES for two encryption events
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filtered using a bandpass filter from 70MHz-90MHz, two distinct regions appear in filtered

waveform. The LP-AES takes ∼500 clock cycles for one encryption, which translates to

a 12.5us for a 40MHz clock frequency and can be identified from the filtered waveform.

The VIN,IVR waveforms for a LP-AES look similar to the HP-AES and is not shown for

brevity. This clearly suggests that the variation in current due to the AES operation for

both architectures are small enough to create any visible difference in the VIN,IVR signature.

Similar alignment process as described in 5.4.1 is used to align both VAES and VIN,IVR

signatures. Alignment of VIN,IVR does not include any offset from aligning VAES.

TVLA

TVLA on the LP-AES are performed with a semi-fixed dataset. The required 4 criteria

which each unique plain-text in the second dataset has to satisfy are satisfied individually

by 4 bytes in the intermediate state at the end of the 4th round. As bytes are processed

serially in the LP-AES, the TVLA criteria ensure minimum leakage across four clock cy-

cles (corresponding to the four bytes which satisfies the conditions) which is enough for a

TVLA test.
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Figure 5.20: TVLA on VAES for LP-AES in standalone mode

Standalone-AES: Fig. 5.20 shows TVLA on VAES in the standalone mode. As the

AES is implemented without any countermeasures, TVLA clearly shows signs of leakage.

Baseline IVR-AES: Fig. 5.21a shows TVLA results for baseline-IVR with LP-AES.

Coherent with the result for HP-AES, the TVLA shows leakage. Approximately 2000
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Figure 5.21: TVLA on VIN,IVR with Baseline IVR-AES (a) t-value against traces (b) t-value

against frequency for 100,000 traces

traces are enough to achieve a t-value more than 4.5. Fig. 5.21b shows that the frequency

components between 350MHz-500MHz band shows strong leakage. The leaking frequency

bands for a VAES independent alignment are coherent with HP-AES results shown in Fig.

5.13b.

CPA

CPA on LP-AES is carried out with the same plain-text list as HP-AES, however a different

power-model is used. Using hamming distance across a register is more effective than

hamming distance across a combinational block as outputs of a register transition in close

proximity whereas outputs for a combinational block will have different transition times.

As evident from Fig. 5.3, the individual bytes are executed serially in the LP-AES and the

intermediate data are registered. The hamming distance across the S-BOX in the first round

is chosen as power-model.

Standalone AES: Fig. 5.22 shows CPA on VAES in a standalone mode. Fig. 5.22a

shows that only 1000 traces are enough to extract the first key-byte using a CPA. When

compared to the HP-AES, LP-AES turns out to be ∼5x less resistant to a CPA attack. This
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Figure 5.22: CPA on VAES in standalone mode (a) peak correlation vs. traces (b) peak

correlation vs. filter frequency

can be explained due to the serial nature of the computation. For a HP-AES the power-

model is expected to correlate to power consumption of 8 flipflops, storing the correspond-

ing byte. However, as the intermediate states is 128-bit wide, the power consumption of

rest 120 flipflops act as noise. In LP-AES, at a given time instant, the state of only 8-

bit flipflops are changing as the datapath is 8-bit wide. Therefore the power consumption

correlates perfectly with the power-model. This shows that LP-AES or any AES with a

serialized datapath is more vulnerable to key-extraction attacks.

Fig. 5.22b shows the peak correlation for all key-guesses against frequency band. As

the AES operating frequency was 40MHz, frequency bands from 20-100MHz, which cov-

ers the AESCLK and the second harmonic, shows a successful CPA.

Baseline IVR-AES: For the HP-AES, the baseline IVR, although showed a successful

TVLA, didn’t show a successful CPA. However, for the LP-AES the baseline IVR shows a

strong CPA, as shown in Fig. 5.23a. 1500 traces are enough to extract one of the key-bytes,

merely improving the CPA by 1.5x compared to the standalone AES. This is a significant

result as it shows that a successful CPA can be performed on VIN,IVR with the same pow-

ermodel used for the standalone AES. The reason behind this observation is explained in

94



Figure 5.23: CPA on VIN,IVR for the baseline-IVR (a) peak correlation vs. traces (b) peak

correlation vs. filter frequency
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Figure 5.24: Side channel leakage at IVR input for (a) parallel vs. (b) serial operations of

the AES intermediate steps
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Fig. 5.24. As the AESCLK frequency for the test condition is almost three times slower than

the IVRCLK, information corresponding to processing of one byte, assuming a serialized

operation of the AES (LP-AES), is spread across three IVR cycles. As explained earlier, a

serialized operation shows a good correlation between power-model and power consump-

tion. Even if the VIN,IVR signatures are not aligned with respect to the AESCLK, aligning

VIN,IVR with respect to IVRCLK and its higher harmonics ensure that at-least one IVR cycle

(marked green in Fig. 5.24) will for all the traces will overlap. The PSCA resistance at the

IVR input can potentially improve if a higher AESCLK frequency is used.

5.5 Summary

The PSCA resistance of a baseline IVR, i.e. an IVR architecture without any security

aware design, is characterized through measurement results for two architectures of a 128-

bit AES. For the HP-AES design, which in a standalone configuration shows a successful

CPA with 5000 measurements, didn’t show any successful CPA at IVR’s input with 100,000

traces. The LP-AES design, where the execution is byte-serial has a standalone MTD of

1000 and shows that serialized designs are more vulnerable to CPA. A successful CPA was

observed at the IVR’s input for the LP-AES design, with only 1500 measurements using

the same power-model. TVLA shows information leakage at IVR input in CCM mode for

both HP-AES and LP-AES. This indicates that depending on the architecture of the AES

implementation, a baseline IVR design can be used for improving resistance against CPA,

though a baseline design is vulnerable and leaks data-dependent signature. The TVLA

leakage disappears for HP-AES in a DCM mode, which prevents an adversary to improve

SNR of the captured signature by turning off other blocks. However, there is a strong need

to improve PSCA resistance at IVR input in a CCM mode, which would be discussed in

the next chapter.
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CHAPTER 6

SECURITY-AWARE IVR DESIGN

The architecture of the IVR presented in the previous chapter represents a generic IVR

present in any SoC or high performance processors, i.e. no specific blocks are added to

enhance PSCA resistance. Therefore the PSCA protection offered by the previous architec-

ture solely depends on the transformations described in Chapter 3 and Chapter 5. Although

various transformations reduce the correlation between the IVR input current and the AES

current, the measurement results clearly show that the information leakage through the

IVR input current can still be exploited for successful key extraction. One of the possible

reasons can be the nature of the aforementioned transformations. Both small and large sig-

nal transformations are linear time-invariant (LTI). The absence of time-variance in these

transformations causes the data dependent current signatures to spread out to multiple IVR

cycles. If the IVRs cycles are properly aligned, the current magnitude of the IVR input will

retain the same data-dependency. The asynchronous behavior between the IVR clock and

the encryption clock causes the mapping of the load current to IVR input current to be a

one-to-many mapping. However, after realigning the IVR input current, a higher number

of measurements can recover the data-dependency. In CPA, the MTD of the design can

increase significantly due to this effect, as it has been observed in the last chapter. For

TVLA, a strong data dependency exists in the load current signature due to the choice of

the plaintexts and all three transformations together are not effective to suppress the data-

dependency at the IVR input current.

Introducing dynamic time-variance can help in suppressing the data-dependency of the

input current. If the IVR edges are randomly delayed, it will be difficult to align the edges

to extract information, thus improving PSCA resistance. In this chapter, a simple all-digital

loop randomization scheme is introduced that can help to improve PSCA resistance by
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randomizing all the three IVR transformations.

6.1 Loop Randomizer

A dynamic time-variance is introduced in the system by delaying the IVRCLK in a pseudo-

random fashion. For the proposed architecture, the clock to the DPWM is generated from

the sampling clock (2x higher frequency) through a clock divider. The input clock to the

clock divider is delayed in a random fashion (Fig 6.1). To achieve this, a delay-trimmer

consisting of a series of delay elements, as shown in Fig. 6.1b, has been used. Each de-

lay element consists of two inverters and one multiplexer. The multiplexer can be used

to bypass the delay of the inverters and forward the clock directly to the next stage. The

prototype test-chip uses 15 such series delay elements. The select of the muxes are driven

by a binary-to-thermometer decoder. The decoder is driven by a 4-bit maximal length lin-

ear feedback shift register (LFSR). The LFSR structure is shown in Fig. 6.1c. The LFSR

output sequence goes through 15 different values generating 15 different delay values. The

thermometer output starts from the right as the delay elements in bypass mode bypasses the

input clock directly. Fig. 6.1d shows output clock (COMPCLK,RAND) waveform assuming a

3-bit LFSR for simplicity. The delay of each trimmer cell is shown as well. COMPCLK,RAND

is used to generate the DPWMCLK,RAND through a clock divider. We note that the compen-

sator outputs DP and DN are synchronous with respect to COMPCLK and is captured again

with respect to DPWMCLK,RAND inside the DPWM engine. The extra delay added by the

trimmer cells, even when all the cells are in bypass mode, ensuring that clock path delay is

more than data path delay.

6.1.1 IVR Stability with LR

Randomly delaying the IVR switching clock creates steady state perturbations at the output

voltage of the IVR. It is important to analyze the loop stability of the IVR when LR is turned

on.
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Figure 6.1: (a) Architecture of clock generation scheme for DPWM including clock ran-

domization through LR (b) Circuit diagram of the LFSR and the decoder (c) Timing dia-

gram of different clocks when LR is active
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Figure 6.2: Architecture of DPWM

Randomly delaying the input clock to the DPWM can be thought of a higher jitter

value at the DPWM clock. In this situation, the architecture of the DPWM plays a critical

role in determining the stability of the IVR. The DPWM for the proposed design uses

the 2nd sample (latest) in every switching period (two samples are spit out of the digital

compensator every switching cycle). The DPWM consists of a delay-locked-loop (DLL)

with 64 stages providing a 6-bit resolution. A standard phase frequency detector (PFD) and

a loop filter is used to control the delay of the individual cells, as shown in Fig. 6.2.

Stability Analysis

Fig. 6.3 shows the DLL bias voltages, the input and output clock of the DLL and the delay

between the input and the output clock edges, when LR is activated. In absence of LR,
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Figure 6.3: (a) Stability of the DPWM DLL with LR active (b) Output Voltage waveforms

for different TRIMDEL
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the delay between the DLL input and output clock converges to the target delay of 8ns

(corresponding to 125MHz IVRCLK). However, when LR is turned on, the bias voltages of

the DLL as well as the total delay across the delay chain oscillate around the 8ns target.

One can see that the DLL is able to regulate the total delay across the delay chain around

the target. The upper and lower limit of the delay can be expressed as

TDLL,min = 2 ∗ TSAMP − (n− 1) ∗ TRIMDEL

TDLL,max = 2 ∗ TSAMP + (n− 1) ∗ TRIMDEL

(6.1)

A minimum delay can possibly lead to overlap of the pulse driving M2 and pulse driving

M1 for the next cycle. To ensure no direct path between VIN and GND, DN (Fig 5.3) is

saturated above a threshold, which ensures that M2 turns off before the next pulse for M1

appears. However, when next M1 pulse appears after TDLL,MAX, the inductor current flows

through the body diode of M2 for the longest amount of time, leading to a higher conduction

loss. However the power overhead is significantly lower than the situation when the M1 and

M2 pulses overlap.

The perturbation at the output is directly proportional to delay variation created by the

LR. Fig 6.1b shows that as the delay of the trimmer cells are increased, the output ripple

increases. For the prototype design, TRIMDEL is kept fixed. However the LR frequency can

be adjusted. When LR is driven by COMPCLK, the DPWMCLK sees every alternate delay

values. As the DLL bandwidth is lower than the DPWMCLK frequency, the DLL is slow to

respond to the delay variations as the average delay across the DLL chain remains around

the target value. However, if the LR frequency is reduced to 4x or 8x lower, the DLL

responds to the delay variation as well as the variations at VOUT are within the control loop

bandwidth. Therefore the control loop also starts responding to the output perturbations.

This results in lower perturbations at the output node.
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6.2 Results

6.2.1 Sample waveforms

Figure 6.4: VIN,IVR signatures after LR is turned on (a) time domain (b) frequency domain

When LR is turned on, the IVR edges are randomly delayed as shown in Fig. 6.4. The

sample captured signature at VIN,IVR are similar for both HP-AES and LP-AES and there-

fore is shown only once. The FFT of VIN,IVR shows that new frequency components appear

in between 50MHz and 100MHz. The frequency spreading originates from the delay se-

quences in the LFSR as well as the response of the IVR loop to the output perturbations.

Effect of LR frequency: The LR block in the prototype test-chip can be driven at

different frequencies, ranging from FSAMP to FSAMP/8, FSAMP being the sampling frequency

of the controller (ADC and compensator). As already explained in section 6.1, slowing

down the LR frequency causes both the DLL loop as well as the IVR control loop to react to

the output perturbations. This reduces both the output ripple as well as frequency spreading

in the input current. Fig. 6.5a shows the normalized output ripple without the LR and with

LR active with different frequencies. As the LR frequency is lowered, the output ripple

decreases. Fig. 6.5b-d shows the VIN,IVR spectrum for three different LR frequencies.

When LR is running at FSAMP, maximum spreading is observed at the VIN,IVR spectrum as

the output perturbation is outside the loop bandwidth. More frequency spreading helps in

obfuscating the PSCA signatures, however the output ripple also increases by 3x. For the
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Figure 6.5: Effect of LR frequency on (a) the output ripple and (b-d) the input spectrum

demonstrated results, the LR is driven by FSAMP/8.

6.2.2 HP-AES

Figure 6.6: TVLA on VIN,IVR with LR on for HP-AES @100,000 traces

TVLA: When LR is turned on, all three transformations through the IVR are random-

ized. Therefore, aligning the VIN,IVR signatures becomes inaccurate as no constant phase
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relationship exists between the captured traces as visible in Fig. 6.4. Fig. 6.6 shows the

result of TVLA with LR active, on the HP-AES design. The t-value does not exceed the

threshold for all frequency bands with 100,000 traces.

Figure 6.7: CPA on VIN,IVR with LR active for HP-AES (a) correlation against time (b)

correlation against traces

CPA: A CPA was also performed on the IVR with the LR turned on. Coherent with the

TVLA results, no successful CPA was observed as shown in Fig. 6.7.

Figure 6.8: Frequency domain CPA on IVR-AES with LR active

Alternate Attacks: It is important to understand whether suppression in leakage in LR

mode is contributed only by a time-domain dynamic randomness or a combined effect of

randomization of all three transformations. Frequency domain CPA as elaborated in section
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5.4.1 is performed with LR activated. Fig.6.8 shows the frequency domain CPA results after

turning on the LR. No successful CPA was observed. This result shows that the improve-

ment in PSCA resistance with LR is not solely due to random time-delay in the captured

VIN,IVR signatures. The improvement is also attributed to randomization of all transforma-

tions of the IVR. Therefore LR is inherently different than existing random-delay based

countermeasures. A RTF based attack, as discussed in 3.7.2, was also performed on the

VIN,IVR signatures with LR, however no successful TVLA was observed.

6.2.3 LP-AES
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Figure 6.9: TVLA on VIN,IVR with LR on for LP-AES (100,000 traces with alignment

without VAES)

TVLA: If LR is turned on, no leakage was observed on VIN,IVR across all frequency

bands of filtering. The baseline IVR, shown in Fig. 5.21 was extremely vulnerable to

TVLA, with ≤ 1000 traces required to exceed the 4.5 threshold. Coherent with the HP-

AES results, this clearly shows that LR can successfully block leakage at the IVR input.

CPA: For the LP-AES architecture, when LR is activated, no successful CPA was ob-

served on the IVR input with 100,000 measurements. Fig. 6.10 shows peak correlation

against traces and frequency for all possible key guesses. LR improves the MTD of the

design by 100 times, compared to a MTD of 1000 of the standalone design, shown in Fig.

5.22.
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Figure 6.10: CPA on VIN,IVR with LR on for LP-AES (a) correlation vs. traces (b) correla-

tion vs. filter frequency

6.3 Performance Impact

Figure 6.11: Steady state ripple and transient performance without and with LR active
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6.3.1 FMAX of Encryption Engine

Turning on LR causes the steady state output ripple to increase and might cause the under-

lying logic to incur a timing violation. The increased output ripple, shown in Fig. 6.11,

reduces the maximum achievable frequency (FMAX) the encryption engine can run at. Fig.

6.11 also shows the response of VOUT to a sharp load transient before and after activating

LR. LR increases the voltage droop by 6mV and settling time by 30ns.

To characterize the reduction in FMAX, a large number of AES encryptions are per-

formed before and after turning on LR and the maximum frequency at which all encryp-

tions were executed without functionality failure is found out. Turning on LR causes 3%

degradation in FMAX of the AES engine.

6.3.2 System Power Overhead

Figure 6.12: Sources of power loss in LR mode

As discussed in section 6.1.1, DN is saturated above a threshold to ensure no overlap

of gate signals of M2 and M1 for the next cycle. This leads to a portion of every clock

cycle when none of the transistors remain on. The LR is typically tested with the IVR is

CCM mode and therefore the remaining inductor current, after M2 turns off, flows through

the body diode of M2. This increases the conduction loss and leads to 5% increase in total

power consumption (IVRs input power) when the IVR is driving a parallel load of 60mA,

along with the AES at a 0.85V output voltage.
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6.3.3 Performance Comparison

Table 6.1 compares the proposed security aware IVR design and its overheads with selected

ASIC based generic/logic-style based countermeasures. The low overheads of the security

aware IVR design and ease of integration into an existing IVR design make the proposed

techniques attractive for implementation.

6.4 Summary

Randomizing the IVR control loop by randomly delaying the gate signals of the power

stage transistors is shown to reduce the information leakage at the IVRs input. The im-

provement in PSCA protection is not only attributed to the enhanced misalignment effect,

but also the randomization of small-signal and large-signal transformations as well. Results

for both HP-AES and LP-AES show no signs of leakage in TVLA as well as no successful

CPA attack with 100,000 measurements, yielding a 20x and a 100x improvement in MTD

for HP-AES and LP-AES respectively. The proposed circuit is all-digital, can be synthe-

sized and easily integrable into existing architecture for inductive IVRs. The 3% perfor-

mance overhead and 5% power overhead can easily be traded off with no requirement of

algorithm/architecture/physical-design modification in the existing AES design. Although

inductive IVRs, in their default architecture (baseline) and with the proposed loop random-

ization scheme, are shown to be effective for improving PSCA resistance, it is important to

analyze the role of inductive IVRs in EM side channel resistance, another commonly used

side channel. This will be elaborated in the next chapter.
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CHAPTER 7

ELECTROMAGNETIC SIDE CHANNEL CHARACTERIZATION

Figure 7.1: A EM attack on a practical gadget

Performing a successful power attack in a practical environment requires the adversary

to physically probe the target device. The physical probing, although feasible in a lab

environment, requires direct access to the printed circuit board (PCB) or the SoC package

or the charger/power supply socket for electronic gadgets. Even if the supply line leaks

compromising signatures, a power attack might be infeasible due to the following reasons

as shown in [99].

1. It might be difficult to tap the supply line on the PCB as supplies of ICs are often

routed using the unexposed inner layers of a multi-layer PCB.

2. A digital processor or a SoC typically comes with multiple supply lines dedicated for

different purpose. For example, in a FPGA, three on-board LDOs supply power to

digital, I/O and analog portions. Moreover a large chip typically has multiple parallel

power pins to reduce the worst case IR drop across the PDN. Therefore, it might be

difficult to identify which power pin to tap for signature measurement.

3. Power attack requires measuring the current signature of the underlying platform and

typically a series resistance is inserted in the power path to measure the supply cur-
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rent as a voltage drop across the resistance. However, performing this for a practical

scenario requires a PCB with space between the output of the external VRM and the

input pin of the chip, which might not always be present, particularly for a densely

packed PCB. One can rely on single ended measurement where the voltage fluctu-

ation directly at the supply pin of the chip is measured. However the magnitude of

voltage fluctuation is dependent on the effective resistance of the PCB trace looking

from the chip to the external power supply.

4. Moreover state-of-the-art gadgets may come with an in-built sensor that can detect

whether the supply line is being probed by sensing the change in capacitance in that

node.

A commonly used side channel is electromagnetic emanations from the target platform

[9, 100]. The electromagnetic emanations generate from the magnetic fields created due

to change in current through a wire which includes the lower level interconnects in a chip,

top level metal routing as well as bondwires or package connections. Power and EM side

channel are related to each other as both side channels are function of switching currents

of the logic gates which are data dependent. A major difference between the power and the

EM side-channel measurement is capturing EM side channel is completely non-invasive

and can be performed with inexpensive EM probes [65] (Figure 7.1).

Although the source of EM leakage is the fluctuation of the power dissipation, a coun-

termeasure that inhibit power attack is not guaranteed to inhibit EM attacks. Counter-

measures for PSCA prevention can broadly be classified into hiding and masking based

techniques. Masking based countermeasures like [29] modify the computation at the in-

termediate steps of the algorithm and can potentially prevent EM leakage. A logic style

or architecture based countermeasure like the use of duplicated AES datapath as proposed

in [82] improves resistance of both power and EM side channels. However, generic coun-

termeasures which typically hides the power signatures might not be effective for hiding

the EM signature. This is solely due to the fact that EM emissions from the encryption
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Figure 7.2: Effect on EM leakage for different classes of countermeasures for power attack

(a) Algorithmic/logic style based (b) Generic Countermeasures

engine is not modified and can be captured if a suitable probe is used near the encryp-

tion engine. For example, a number of generic countermeasures isolate the supply and

ground nodes of the encryption engine from the external power pins [15, 74, 30, 84] (Fig.

7.2), however, their effectiveness against EM leakage is not demonstrated. A hiding based

generic countermeasure which can prevent against both power and EM leakage can save

significant power, performance, area and design-effort overheads associated with the tradi-

tional algorithmic and logic-style based countermeasures, both for high-performance and

resource-constrained systems.

7.1 Motivation

The inductance in an inductive IVR carries continuously switching current which creates

a strong EM radiation source from the inductance. Moreover, as the input current flowing

through the power stage has sharp transitions, a strong EM signature is also generated from

the parasitics of the package elements to the IVR input. Figure 7.3 explains the EM signa-

tures measured near an inductive IVR which drives an encryption engine. The EM signal

measured by an adversary is the result of the interference of the EM signature from the

encryption engine as well as the same from the integrated inductance and other parasitics.

However, as the inductor current and IVRs input current are complex transformation of the
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Figure 7.3: Explanation of EM signatures measured from an inductive IVR

AES current, the measured EM signal can potentially weaken the correlation between the

measured signature and the switching activity of the AES. As passives in inductive IVRs

are integrated within a small volume, spatially separating the EM emanations from these

two sources might be challenging, particularly in a practical attack scenario where the ad-

versary does not have access to a fine probe (≤1mm resolution) with the targeted hardware

affixed to a mount table. The separation of these signals will be even more challenging if

the inductance is integrated in form of on-die [55] or thin-film inductance [60]. Introduc-

ing additional randomness within the IVRs control loop can further reduce the correlation.

Therefore characterizing the EM side-channel signatures from an inductive IVR driving an

encryption engine is important.

7.2 Prototype System

The test-chip presented in chapter 5 is used to characterize the EMSCA resistance of a

system of an inductive IVR driving an AES engine. The PCB used for measuring power

signatures is simplified with the removal of the series resistances and the amplifier for

power signature measurements. The new PCB is shown in Fig. 7.4.
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Figure 7.4: (a) ASIC Micrograph with bondwires (b) Prototype PCB for characterization

7.2.1 System Design

The chip is powered by standard USB connections. An off chip voltage regulator (LM317)

is used to convert 5.0V from the USB to 1.2V supply for the IVR input. The off-chip

LDO also represents a typical power supply architecture when an IVR isn’t present in the

system. The plain-texts and key of AES encryptions are communicated to the chip in the

same fashion described in Chapter 5.

7.2.2 Chip Packaging

For commercial systems, every silicon die would be accompanied with a package which

forms the connection with the PCB. Packages play a critical role in leakage of EM side

channel signature as different components of the package, mostly the parasitic inductance

can amplify or mask the desired signatures. The ASIC is packaged in a Leadless Ceramic

Package (LCC). Figure 7.4 show the structure of a LCC package. The pads on the die are

attached to the package with bondwires.

Compared to lower parasitic inductance and resistance of a C4 or a QFN packages,

the higher parasitic inductance of the bondwires in a LCC package can amplify the EM
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emission, and hence, preventing EM side channel leakage from such a package is more

challenging.

7.2.3 Classification of EM Signatures

The EM emissions from the system of the IVR and AES, like any other systems, can be

classified into two classes [80]. The conductive EM radiations are due to the current varia-

tion in different interconnects of the chip. Measuring a conductive EM emission requires a

probe with fine spatial resolution with proximity to the actual current carrying interconnect.

For an IVR supplying AES, the bondwires carry the IVR supply current to and from the

chip. Due to proximity to the current carrying conductor, conductive EM signatures should

have similar properties as the power signature on that corresponding line. Measuring con-

ductive EM emission for extracting key from an AES engine requires accurate placement

of the probe and is dependent on a multitude of other factors like the physical design of the

AES engine and the clock and the power grid routing. Moreover, measuring conductive

EM signatures is extremely sensitive to noise from other interconnects in close proximity.

The second major source of EM emission is coupling between the desired signature

and a strong carrier like the clock. Such a carrier signal can be demodulated to recover the

original signature. Due to the integration of the VR in the same die as the AES, the cou-

plings between the encryption core and the passives of the IVR will be significantly higher.

This coupling effect is enhanced when the IVR supplies the AES as the IVR switching

frequency component at the AES supply modulates the EM radiation from the AES.

One possible option of hiding the EM signature from the encryption engine is to place

a strong EM radiator close to the encryption engine. An inductive IVR achieves exactly

the same effect without adding any extra elements. However, it will be shown in sec-

tion 7.4 that, a strong EM radiation near the AES engine will simply be equivalent to an

additive noise in the measured EM traces. It will reduce the SNR of the measured sig-

natures and partially increase the side channel resistance of the AES, however, does not
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Figure 7.5: Silicon die and the corresponding LCC package with pads details

eliminate/reduce the information leakage in the captured EM signatures. Moreover, if the

frequency of the EM radiation is different than the frequency of interest, simply filtering or

demodulation can be effective to remove the noise effect. The effect of EM emission from

the inductor when the AES is powered by IVR is different from simply keeping a strong

EM radiator near the AES engine. Therefore, the interaction of the AES and the IVR is a

key factor in improving resistance to EM SCA attack.

7.3 Measurement Methodology

7.3.1 Measurement Points for Forensics

Figure 7.5 shows the different pads of the ASIC and their corresponding pins in the pack-

age that carry side channel signatures. A set of pins and probing points are dedicated for

forensics of the designed ASIC. These pins will not be present in a practical SoC or micro-

processor, however, probed out of the test-chip to be able to power the AES engine directly

from the off-chip LDO. The power (VDD,AES) and ground (VSS,AES) of the AES are probed

out for this purpose. The pins which do not carry side channel signatures are marked in

black.
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Figure 7.6: Measurement scenarios a) AES is powered by an external voltage-regulator and

b) IVR is powering AES engine

7.3.2 Measurement Cases

Two measurement scenarios are considered as depicted in Figure 7.6. First, the AES engine

is powered using the off-chip voltage regulator (LM317), which represents a traditional off-

chip power delivery system. To prove the point that having a strong EM radiator near the

encryption engine will have an insignificant effect on the EM leakage, the IVR is kept on

i.e. the IVR drives a steady load current and the transistors M1 and M2 switch continu-

ously. Naturally the inductor carries switching current and radiates strong EM signatures.

However, as the IVR does not supply the AES engine, the inductor current and the corre-

sponding EM emission have no relation to the AES current. In the next setup, the AES

engine is powered using the IVR’s output. Two different control loop settings of the IVR

are used

• A baseline configuration where no randomization is activated, resembling the behav-

ior of a generic IVR

• Randomization in the control loop of the IVR activated as proposed in [64]

For the following experiments, HP-AES is used as the chosen AES architecture.
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Figure 7.7: (a) Forensic probe used for characterizing the EM emissions from different

parts of the ASIC (b) Probe characteristics: received power vs frequency (c) Probing loca-

tions on the package pins

7.3.3 EM Probes

The key component of any EM signature measurement is the choice of the EM probes. EM

probes used for capturing side channel signatures can be classified into near field probes and

far-field probes. Far-field probes are used for capturing low-frequency signatures (≤1MHz)

over a longer period of time. For a far-field probe, measuring either the electric field or the

magnetic field is enough. For near field probes, the electric and the magnetic field are

related in a complex manner. Near field probes can measure either the magnetic field or

the electric field. Magnetic field which is generated from the current fluctuations in a con-

ductor is effective in revealing side channel signatures. The quality of the measurement is

determined by the diameter of the loop antenna (which also relates to capture bandwidth).

A smaller loop diameter provides higher spatial resolution, however the measured signa-

tures can be weaker due to smaller loop area. A large loop generates higher magnitude of

magnetic field, however spatial resolution is limited as well as the bandwidth of the mea-
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surement. A large loop can actually limit the magnitude of the measured signature if the

distance from the signature generating spot is higher due to inability of moving the probe.

A commercial fine resolution active probe is first used for characterization of the EM

leakage from different pins of the IVR as shown in Figure 7.7. The EM probe (Langer)

measures magnetic field with a 300µm resolution. An active low noise amplifier is used to

pick up EM signatures from individual pins of the package. Moreover, the high bandwidth

(6GHz) of the probe allows accurate measurement of the high frequency EM radiations

from the package bondwires. However, due to extremely small loop diameter, the ampli-

tude of the measured signature is extremely sensitive to the distance of the probe and the

package pin. Therefore, physical access to the individual pins is necessary to use these

kinds of commercial EM probes as demonstrated by [65]. Therefore this scenario matches

more closely to a testing environment rather than a real attack on a PC or a device executing

encryption. This probe is referred as forensic probe.

Figure 7.8 shows two EM probes (Beehive Corp.), which are commonly used for EM

attack on PCs and smartcards [101]. Most importantly, these probes can capture signature

at a distance from the target chip. The corresponding frequency response of the power of

the captured signatures is also shown. The large loop antenna is suitable where the system

limits the physical distance between the silicon die and antenna place as used in [80]. The

diameter of the large loop antenna is comparable to the size of the package. Therefore,

the probe is always placed in location 1 annotated in the figure. The EM probe with a

smaller loop antenna (referred as small loop attack probe) is also suitable for places where

the system prohibits physical proximity to the pins of the IC. Due to the smaller diameter

of the loop, the measured signature differs based on the location of the probe with respect

to the package. Due to the smaller loop diameter, the measured signatures are attenuated

compared to the large loop probe, however a higher bandwidth allows this probe to pick up

high frequency signatures.

As mentioned in prior works, low-cost EM side-channel attacks are mainly performed
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Figure 7.8: Attack probes used to resemble practical attacks on the ASIC (a) Small loop

attack probe (b) Large loop attack probe

using loop antennas, the large loop and the small loop attack probe. Therefore, the EM side-

channel leakage in the prototype system will be quantified mainly using these probes. The

probing locations of these two probes are shown in Figure 7.8. The result from the forensic

probe will be mostly used to provide better insight into the EM leakage from different

parts of the chip and generate measurement based intuition behind the experimental data

obtained for more practical low-cost attacks.

7.3.4 EM Characterization with Forensic Probe

AES engine supplied by the off-chip LDO: When the AES engine is supplied by the

off-chip LDO, the forensic probe is placed in location 1, near the supply (VDD,AES) and

ground (VSS,AES) line. The supply and the ground current of the AES flows through the
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Figure 7.9: Sample EM signatures captured using forensic probe for an AES encryption

when (a) AES is powered with the external VRM, (b) AES powered with IVR without and

(c) with control loop randomization

bondwires marked in pink and blue respectively. The IVR remains on, however, does not

supply the AES. The signatures picked up by the probe in this condition is shown in the

Figure 7.9a. The left figure shows the time domain waveform of the measured signature for

one entire AES encryption, the middle figure shows the corresponding FFT and the bottom

figure shows the spectrogram. The forensic probe due to its proximity to the package pin

picks up clean signatures of the 10 rounds of the AES. The interference at the IVR clock
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is also picked up however is significantly lesser in magnitude as the IVR clock does not

interact with the AES clock, rather is present as an additive EM interference. From the

spectrogram, the duration of the AES encryption can clearly be figured out.

AES engine supplied by the IVR: When the AES engine is supplied by the IVR, three

locations in the ASIC can potentially emit compromising EM radiation: the AES ground

(VSS,AES), the IVR input (VIN,IVR) and the PCB connection between the two bondwires,

referred as VBW. VSS,AES is purely a forensic node as AES current would flow through the

common ground (VSS,AES) in a practical system. VBW is connected to VDD,AES, through a

bondwire and is a potential source of radiation.

The signatures picked up by the forensic probe at these locations and their correspond-

ing spectrogram is shown in Figure 7.9b. The signature picked near VSS,AES is similar to

AES signature as shown in Fig. 7.9a. This has two important insights: 1) if a finer resolu-

tion die-probe is placed closer to the AES, it can pick up the side channel signatures and

2) the AES ground should be internally shorted to the common ground of the chip. The

spectrogram of the signatures at VBW (Figure 7.9b) shows the harmonics of the IVR clock,

however no distinguishable AES region can be identified. The spectrogram of the EM sig-

natures at the VDD,IVR node is smeared with multiple components at frequencies between

the AES clock and the IVR clock. This is due to the fact that the current flowing through

VDD,IVR switches between high current (when M1 is on) and near zero current (when M1 is

off, M2 is on). This causes the voltage node to ring at the resonance frequencies dictated

by the parasitics of the package.

The signature picked up by the forensic probe is EM emission due to conduction as

the probe is placed right on top of the pin carrying current. The forensic probe picks up

poor signature when placed at location 4 as these probes are suitable only for pickups from

package pins. Therefore the behavior of the captured signatures using a forensic probe

would be similar to a behavior of the corresponding nodes in power SCA.
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Figure 7.10: Sample EM signatures for an AES encryption when AES is powered with the

external VRM using (a) the small loop attack probe and (b) the large loop attack probe

7.4 Experimental Results

7.4.1 Characterizing Attack Probes

The two attack probes were used to pick up signatures corresponding to the two measure-

ment scenarios described earlier. Figure 7.10 shows the sample measurements for both

the loops when the AES engine is driven by the external VRM. For the small loop at-

tack probe, EM radiations at a wide range of frequencies are picked up due to high loop

bandwidth, however the peak-to-peak amplitude was 4mV (Figure 7.10). The oscilloscope

voltage steps were 1mV/division, therefore only 4-bit dynamic range was obtained for the

output data. The spectral magnitude of the AES clock frequency is lower than the spectral

magnitude at other frequency components, which includes IVR clock as well as package

resonance frequency. The spectrogram is smeared with components at the package reso-
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Figure 7.11: Sample EM signatures with the attack probes for an AES encryption when the

AES is powered with the IVR using (a) the small loop attack probe and (b) the large loop

attack probe

nance frequencies. For large loop attack probe, the spectral magnitude of the AES clock

is the maximum which results in a clean AES signature both in the time domain and spec-

trogram. The higher frequency components are attenuated by the limited bandwidth of the

probe (100MHz). The dynamic range of the signature is 80mV peak-to-peak covering the

full 8bit resolution of the oscilloscope. Although the IVR continues to switch during these

measurements, the AES can clearly be identified from the spectrogram.

The signature picked up by the attack probes when the AES engine is supplied by the

IVR are shown in Figure 7.11. Interestingly, for both locations in the small loop attack

probe, no visible signature of the AES event can be identified in the spectrogram and both

locations observe components at package resonance. As the probe is moved from location

1 to location 2, components at the IVR clock frequency and its harmonics increase due to
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Figure 7.12: Peak-to-peak amplitude of the EM signals for different probes at their corre-

sponding locations
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Figure 7.13: Post-processing of the traces for alignment

proximity to the package pins. For the large loop, the AES event is visible in the spec-

trogram, as the probe bandwidth attenuates the IVR clock, and its harmonics significantly,

increasing SNR of the measurement. Figure 7.12 shows the peak-to-peak magnitude of

the recorded signals for different probes. The magnitude of the conduction EM signatures

picked up by the forensic probe at VBW is highest. The peak-to-peak amplitude reduces for

attack probes due to their distance from the emanating sources. Although the amplitude of

the large-signal-probe is typically higher due to a larger loop area, the offending component

at IVR’s switching frequency is outside the probe bandwidth.

7.4.2 Signal Postprocessing

Aligning the captured traces based on the rounds or steps of the encryption engine is crit-

ical for leakage analysis of the captured traces. However, as we explained in section III,
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Figure 7.14: TVLA (100K traces) with AES powered with the external LDO with (a) the

small loop and (b) the large loop probe (c) Peak t-value against traces used

mapping of the AES rounds to the IVR phases are randomized. For coupled EM emission,

demodulation of the carrier signals have been used [80]. We use bandpass filters for pro-

cessing the captured traces. Filter bands from 10MHz up to 500MHz is covered with a

passband width of 20MHz. This replicates the action of a tunable receiver or a demodula-

tor often used in a low-cost EM attack [80]. The filtered signals are aligned using cross

correlation with the offset limit bounded by the filtering frequency. The post processing

flow is shown in Figure 7.13.

7.4.3 TVLA Results

A semi-fixed dataset is used for all TVLA results [98], i.e., each entry in the second

dataset (section 5.3.2) are unique, but satisfies the criteria described in [98]. To generate

the semi-fixed dataset, a plaintext which satisfies all the criteria in the same round (round 4

is chosen), under the constraint that the bytes satisfying these conditions are non-diagonal,

is found. By changing the diagonal values in the intermediate state, the semi-fixed plain-

texts are generated. Based on this semi-fixed dataset, TVLA results using up to 3rd order

statistics is computed [102].
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Figure 7.15: TVLA with AES powered the IVR without loop randomization at (a,b) two

locations for the small loop probe and (c) the large loop. (d) Peak t-value against traces

used.

AES Engine Supplied By the Off-Chip Voltage Regulator

We start with the AES engine supplied by the off-chip LDO. Signatures are captured for

both the attack probes placed in location 1 which is the middle of the chip. Signatures

captured by each of the probes show t-value more than 4.5, clearly showing that the EM

signature contains leakage (Figure 7.14). The minimum number of traces needed to cross

a t-value of 4.5 was 2K for both the probes. This experiment clearly shows that the un-

protected AES has significant EM information leakage. We note that the component at the

IVR frequency is easily filtered out by the post-processing step 7.4.2 clearly showing that

having a strong EM radiator near the encryption engine isn’t effective.
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AES engine supplied by the IVR without randomization

Next the AES is powered with a baseline configuration of the IVR i.e. without the control-

loop randomization. Although the signatures at location 1 for the small loop probe had

no distinguishable AES part, TVLA shows leakage at frequencies higher than 200MHz.

However, the same probe placed at location 2 i.e closer to the filter inductance shows weak

leakage at higher frequency. The possible explanation of this behavior is that the obfus-

cation due to the EM signature from the IVR clock is smaller at location 1 due to the

distance of the probe from the bondwires. Another interesting observation is that the 2nd

order TVLA yield higher t-value than the first order. As the captured EM signatures are the

result of a complex interaction between the AES and the IVR EM emission, higher order

statistics shows better efficiency.

For the large loop attack probe, leakage is observed at the filter band at the AESCLK

as well as the IVRCLK and its harmonics. Although the gain of the antenna loop drops

significantly after 100MHz as shown in Figure 7.15, the larger loop area helps to pick up

signatures at higher frequency successfully, leading to TVLA leakage.

We also characterized the minimum number of traces to cross the threshold of 4.5 for

each probe at the frequency band and TVLA order which showed highest leakage. The

smaller loop needs only 2.5K traces to cross the 4.5 threshold using a 2nd order TVLA.

This is marginally better than the standalone AES scenario and clearly shows that even after

the mutual modulation of the AES and the IVR frequencies, the obfuscation by the IVR

has little effect. One possible reason can also be the placement of the probe away from the

inductance. The larger loop requires 20K samples to cross a 4.5 threshold. These results

are consistent with the observation of [64] which found that the baseline IVR design shows

leakage in power signatures.

AES engine supplied by the IVR with LR active We present the results from the

smaller loop attack probe as it was more vulnerable without LR than the larger loop probe.

Figure 7.16 shows the time domain waveform of the captured signature with a small loop
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Figure 7.16: Signatures with IVR loop randomization turned on (a) time and (b) spectro-

gram. (c) TVLA across different frequency bands and different order with 500K traces

attack probe at location 1 and the corresponding spectral response when the randomization

is enabled in the IVR control loop. As the random delay inserted into the control loop is

controlled by a maximal length LFSR, the time domain voltage waveform shows a period-

icity dictated by the length of the LFSR as well as control loop response based on the IVRs

controller structure. This achieves the same effect of frequency spreading or frequency

dithering with an added degree of randomness. No leakage was observed in the TVLA

tests. This result indicates that randomization in the loop affects the EM signature captured

from the AES engine even when the probe is placed right on top of the AES engine.

7.4.4 CPA Results

The power-model for CPA is chosen to be the hamming distance between the outputs of

the 9th and the 10th round of the AES. Figure 7.17 shows the results of CPA on the AES

Engine supplied by the off-chip VRM. A successful CPA is observed after using 40K traces.

The corresponding MTD plot is also shown. The MTD using probe 2 is 30K (4th Byte is

revealed).

CPA was also performed on the AES engine supplied by the IVR with randomization

enabled. As the rounds of the IVR was not visible, we performed CPA across different

frequency bands as described earlier with a sliding window that covers the entire encryption
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Figure 7.17: CPA on AES powered with the external VRM for 100K traces (a) Correlation

against time for byte 10 (b,c) Correlation vs used traces for two bytes

Figure 7.18: CPA on AES powered with the IVR (loop randomization turned on) attacking

10th key byte (a) a sample correlation-against-time plot after post-processing (b) MTD plot

period. This ensures that even if the leakage is present in the EM waveform with a time lag,

it will get captured. No successful attack was observed with 500K traces across all bands

and all windows (Figure 7.18).
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7.5 Summary

This chapter demonstrates the potential of exploiting fully integrated inductive IVRs for

improving EMSCA resistance, supported with measurement results from a test-chip with

bond-wire based inductive IVR. Forensic EM probes with fine resolution is used to charac-

terize the EM leakage from the package pins. The encryption engines are still vulnerable

if a forensic probe is used in a lab environment and placed close to the AES engine. Two

attack probes with different antenna dimensions are used to mimic a practical SCA sce-

nario. Without randomizing the IVR loop, similar results to PSCA were obtained: TVLA

shows signs of information leakage, however no successful CPA was observed. When the

control loop is randomized using LR, TVLA shows no information leakage as well as no

successful CPA was observed. The results show the potential for using inductive IVR as a

common solution to improve power and EM side channel resistance, with LR effective in

improving leakage for both these side channels.
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CHAPTER 8

CONCLUSION AND FUTURE WORK

The energy-efficiency and security needs in computing systems, ranging from high perfor-

mance processors to low-power devices are steadily increasing. This thesis details design

and characterization of a fully integrated inductive voltage regulator, a block primarily used

for improvement in energy efficiency, on improving power and EM side channel resistance

of encryption engines. The low area/power/performance overhead of the proposed security-

aware design changes in an inductive IVR and improvement in both power and EM side

channel resistance of a 128-bit AES engine without any algorithmic or logical modifica-

tion, make the proposed techniques attractive for implementation. In this chapter, we walk

through a summary of the main contributions of this thesis in Section 8.1. We conclude by

examining future research directions in Section 8.2.

8.1 Dissertation Summary

This thesis starts with identifying different transformations in an inductive IVR that mod-

ifies the load current signatures to generate the measured current signatures. Chapter 3

demonstrates through a simulation framework that although an inductive IVR reduces cor-

relation between the load current signatures and the input current signatures, correlation is

not a useful metric to quantify PSCA resistance at the IVR input current signature, which

shows a successful CPA for an illustrative design even though its correlation with the load

current signature is low. Chapter 3 concludes that IVR can be used to improve CPA resis-

tance of an AES engine (16x improvement in MTD) and the improvement is not vulnerable

to a frequency domain CPA or a load-current-reconstruction based attack. However the

fact that the IVR input current shows a successful CPA with 4000 current traces clearly

indicates a strong data dependency at IVR input signatures.
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Simulation based results might underestimate or overestimate the improvement in PSCA,

particularly because the protection is not achieved through an algorithmic modification in

the AES design and rather relies on different IVR transformations. Therefore, it is ex-

tremely crucial to validate the improvement in PSCA resistance through a hardware proto-

type. Chapter 4 identifies the design issues of integrated inductive VRs in digital processes

and details measurement results of an all-digital architecture of an inductive IVR using

package bondwires as inductances, implemented in 130nm CMOS process. The designed

controller architecture along with a transient assist scheme achieves a 2.9V/us voltage ramp

rate for power-state transients and 71% peak power efficiency. Chapter 5 characterizes the

PSCA resistance at the input of the implemented IVR design for two different architectures

of an AES engine: HP-AES suited for a high performance processor and LP-AES suited

for a low-power application. The IVR input signatures show leakage in TVLA tests for

both these designs. The CPA results show only a 1.5x improvement in MTD for a LP-AES

whereas HP-AES shows a ≥20x improvement in MTD. These results support the observa-

tions made in Chapter 3 that an IVR improves the MTD of an AES engine, however still

leaks information. This motivates the need for a security aware IVR design.

Chapter 6 introduces a security aware all-digital block called loop randomizer for mod-

ifying the IVR transformations through randomization of the control loop. The IVR main-

tains its stability when LR is activated and incurs a low area/power/performance overheads.

The overheads however, can easily be justified with≥20x and≥100x improvement in CPA

MTD for HP-AES and LP-AES respectively (no successful CPA for both AES designs with

100,000 traces), complete suppression of leakage in TVLA tests with 100,000 traces and

ease of integration into the existing commercial and academic IVR designs.

Chapter 7 shows that the presence of an inductance in an inductive IVR can be ex-

ploited for improving EMSCA resistance as well. A characterization with EM probes with

different resolutions show TVLA leakage in EM signatures from a baseline IVR configu-

ration (without LR) for a HP-AES. Although no successful CPA was observed on 500,000
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measurements from the baseline IVR-AES system (compared to a successful CPA with

40,000 measurements for the standalone AES), the presence of TVLA leakages indicates

the need for a security aware design for EMSCA prevention. However, EM measurements,

with the proposed loop-randomization activated, suppresses the TVLA leakage as well as

prevents a successful CPA with 500,000 traces. The results suggest that a security-aware

IVR design can be effective for improving resistance to both power and EM SCA.

8.2 Future Directions

Improving side-channel-resistance using energy efficient design techniques is a rich topic

of research. It has been shown in this thesis that a security aware inductive IVR design,

primarily meant for improving energy efficiency, can improve both power and EM side

channel resistance. This thesis, along with few other recently published works [103, 104,

105] open up a new direction of research where circuit techniques for energy-efficiency can

be used for improvement in side channel resistance.

Usage of integrated inductance: The fabricated chip uses bondwires as inductance

as the fabrication technology does not support a high density on-chip inductance. As the

bondwires are not spatially close to the placement of the AES engine, the AES design might

be vulnerable to fine grain EM scanning of the die. However the maturing technology of

inductance integration promises higher inductance density at a form factor similar to the

dimensions of the physical design of the encryption blocks. Therefore a physical proximity

of the encryption engine and the inductor can be more effective in masking the encryption

signatures with the stronger signature from the inductor and needs to be verified using a

hardware prototype. Moreover, unlike the commercial processors featuring inductive IVRs

where both terminals of the inductance are also exposed, an integrated inductance promises

electrical isolation of the inductor nodes and maintains the physical integrity of the system.

Instruction Profiling: Side channel attacks are not only limited to extracting key from

encryption engines, but also used in profiling assembly level instructions from embedded
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systems as demonstrated in [106, 107]. Profiling instructions from a hardware platform

can be used for reverse engineering of code, and can lead to IP theft of embedded software.

Typically an instruction profiling involves multiple side channel measurements of a single

instruction executed with different values. The asynchronous relationship between the IVR

clock and the digital clock again can be useful making profiling significantly harder.

New Attack Mode: LR is shown to be effective against existing statistical tests like

CPA and TVLA (higher order TVLA for EMSCA). Other randomization based techniques

like use of random fast voltage dithering in [105] have been recently proposed. The fu-

ture research can focus on trying to find new attack modes for breaking any protection

achieved through randomization of control loop or other elements in power delivery. For

existing attack methods like CPA, alternative power-models which take into account the

IVR transformations also needs to be investigated.

Public Key Cryptography: Public key ciphers are vulnerable to both power and EM

SCA as demonstrated in [11, 10]. However, attacks are carried out at a much lower fre-

quency as leakage corresponding to higher level instructions like addition and multiplica-

tion are exploited. Therefore the frequency of interest in such attacks is ∼100KHz-2MHz.

The presented high frequency IVR with loop randomization might not be effective in hid-

ing these side channel signatures. However, insights from the experiments suggest that any

technique which causes the side channel spectrum to spread over the frequency of interest

can help in improving the SCA resistance. Using the existing LR block with lower clock

frequency, a slower dithering of the IVR switching frequency, or use of a pulse frequency

modulation mode of operation can be investigated for the same purpose.
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APPENDIX A

ABBREVIATIONS

ADC Analog-to-Digital Converter

AES Advanced Encryption Standard

CCM Continuous Conduction Mode

CPA Correlation Power Analysis

CTF Correlation Transfer Function

DPWM Digital Pulse-Width-Modulator

DCM Discontinuous Conduction Mode

EMSCA Electromagnetic Side-Channel-Attack

FIVR Fully Integrated Inductive Voltage Regulator

HD Hamming Distance

HP-AES High Performance AES Architecture

IVR Integrated Voltage Regulator

LCO Limit Cycle Oscillation

LDO Low Dropout Regulator

LP-AES Low-Power AES Architecture

LR Loop Randomization

MTD Measurement-to-disclosure

PID Proportional-Integral-Derivative

PSCA Power Side-Channel-Attack

PM Phase-Margin

RTA Resistive-Transient-Assist

RTF Reverse-Transfer-Function
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SCVR Switched-Capacitor based Voltage Regulator

SCA Side-Channel-Attack

SFOM Stability Figure-of-Merit

TVLA Test Vector Leakage Assessment

UGF Unity-Gain-Bandwidth

VR/VRM Voltage-Regulator (Module)
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